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Abstract 

This deliverable provides a technical solution for experimentation and business validation of the 

vertical use cases in the scope of 5Growth project . As such, using the initial analysis reported in 

deliverable D3.1 as a starting point, this report progresses on the definition of the technical solution 

associated with each selected vertical pilot as well as on the integration options  of 5Growth with the 

selected ICT-17 platforms.  
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Executive Summary and Key Contributions 

5Growth targets the technological and business validation of 5G technologies from a verticalõs point 

of view through real life pilots, centered around four specific industry sectors involved, namely: 

Industry 4.0 (i.e., COMAU and INNOVALIA), transport (i.e., EFACEC_S) and energy (i.e., EFACEC_E).  

This deliverable provides a mature definition of the technical solution of each vertical pilot under the 

scope of 5Growth, as well as the integration options of 5Growth platform with the sel ected ICT-17 

platforms (namely, 5G-EVE and 5G-VINNI), that, ultimately, will allow the business validation of the 

selected use cases. 

Each vertical pilot defines a set of use cases to be demonstrated, which will allow the validation of 

5G core technologies and 5Growth service platform to satisfy the functional and technical 

requirements of the selected 5G-enabled vertical applications. An in-depth definition of the technical 

solution of each vertical pilot is provided in this deliverable, which main key contributions  are 

summarized as follows: 

1) For COMAU vertical pilot: 

a) Plan and deployment setup for the provisioning of 5G connectivity at the COMAU 

vertical premise. 

b) Definition the three targeted use cases: (i) Digital Twin Apps; (ii) Telemetry/Monitoring 

Apps; and (iii) Digital Tutorial and Remote Support. 

i. Use case modelling, spanning across COMAU and TIM sites. 

ii. Identification of the required hardware and software components and their 

deployment location.  

iii. Identification of deployment and impleme ntation options (e.g., for the Digital 

Twin Apps, robots can be controlled either using a computer with Hololens or 

using a mobile device). 

iv. Definition of a set of experiments that will allow the validation of the different 

components that are part of the u se cases, regarding their functional 

behaviour and their technical KPIs. 

v. Planning the development roadmap, from the design up to the validation 

stages. 

2) For EFACEC_E vertical pilot: 

a) Plan and deployment setup for the provisioning of 5G connectivity at the Un iversity 

of Aveiro. 

b) Definition the two targeted use cases: (i) Advanced Monitoring and Maintenance 

Support for Secondary Substation MV/LV distribution substation ; and (ii) Advanced 

Critical Signal and Data Exchange across wide smart metering and measurement 

infrastructures. 
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i. Use case modelling, spanning across University of Aveiro and ALB sites. 

ii. Identification of the different experimentation and validation campaigns: 

initially on a lab environment and, later, at University of Aveiro premises. 

iii. Identification of the required hardware and software components and their 

deployment location , on each of the identified  campaigns. 

iv. Identification of deployment and implementation options , namely in terms of 

connectivity support on each one of th e campaigns. 

v. Definition of a set of experiments that will allow the validation of the different 

components that are part of the use cases, regarding their functional 

behaviour. 

vi. Planning the development roadmap, from the design up to the validation 

stages. 

3) For EFACEC_S vertical pilot: 

a) Plan and deployment setup for the provisioning of 5G connectivity at the Aveiro 

Harbor. 

b) Definition the two targeted use cases: (i) Safety Critical Communications; and (ii) Non-

Safety Critical Communications. 

i. Use case modelling, spanning across Aveiro Harbor and ALB sites. 

ii. Identification of the different experimentation and validation campaigns: 

initially on a lab environment and, later, at Aveiro Harbor premises. 

iii. Identification of the required hardware and software components an d their 

deployment location, on each of the identified campaigns. 

iv. Identification of deployment and implementation options, namely in terms of 

connectivity support on each one of the campaigns. 

v. Definition of a set of experiments that will allow the validati on of the different 

components that are part of the use cases, regarding their functional 

behaviour and their technical KPIs. 

vi. Planning the development roadmap, from the design up to the validation 

stages. 

4) For INNOVALIA vertical pilot: 

a) Plan and deployment setup for the provisioning of 5G connectivity at the INNOVALIA 

premises. 

b) Definition the two targeted use cases: (i) Connected Worker Remote Operation of 

Quality Equipment; and (ii) Connected Worker - Augmented ZDM Decision Support 

System. 
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i. Use case modelling, spanning across INNOVALIA and 5TONIC (5G-EVE) sites. 

ii. Identification of the different experimentation and validation campaigns: 

initially on 5TONIC lab only and, later, at INNOVALIA premises. 

iii. Identification of the required hardware and s oftware components and their 

deployment location, on each of the identified campaigns. 

iv. Identification of deployment and implementation options, regarding the 

development of supporting applications . 

v. Definition of a set of experiments that will allow the val idation of the different 

components that are part of the use cases, regarding their functional 

behaviour and their technical KPIs. 

vi. Planning the development roadmap, from the design up to the validation 

stages. 

The different use cases will be implemented over an infrastructure that comprises resources from the 

vertical premises and the 5G End-to-End platforms developed by ICT-17 platforms (i.e., 5G-EVE and 

5G-VINNI). With this approach in mind, the 5Growth integration options with both 5G-EVE and 5G-

VINNI are further analyzed: 

¶ Two options are available for the integration of 5Growth with 5G -EVE. In the first option , the 

5Gr-VS interacts with both the 5Gr-SO and 5G-EVE platform , requesting the deployment and 

instantiation of part of the vertical service under each site facilities. In the second option , the 

5Gr-VS also interacts only with the 5G-EVE platform , requesting the deployment and 

instantiation of the whole vertical service. Then, it is 5G-EVE platform that instructs what 

network services are deployed and instantiated under the 5Growth site facility (by interacting 

with the 5Gr-SO) and under 5G-EVE site facility. 

¶ The integration of 5Growth with 5G-VINNI (namely, the Aveiro experimental facility site) will 

follow a single integration option. In this option, the 5Gr -VS interacts with the NSMF at 5G-

VINNI. This integration at the 5G-VINNI will be done with the SONATA platform that is 

available at the 5G-VINNI Aveiro experimental facility site. 

Due to the exceptional situation due to the COVID-19 pandemic, this document also includes an 

analysis of its the impact on the plans and the roadmaps for the execution of the vertical pilots, along 

with the proposed contingency plans for mitigating such impact. It considers that normal working 

activities are going to be restricted for four months, including access to the labs and to the site 

facilities. As such, the assumed facts and the probable threats are identified , and the roadmaps are 

revisited to assess their impact on the execution of the vertical pilots. Keeping the original ending 

project dates, two options are assessed: (i) keep milestonesõ planned dates, through scope 

contention of M18õs milestone and progressive catch-up afterwards; and (ii) delay M18õs milestone, 

in order to keep the original planned activities unaffected . 

All the findings reported in this deliverable are going to be further explored and detaile d during the 

execution of the project in the scope of T3.2 (Platform implementation and deployment in ICT -17 
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and vertical premises) and T3.3-T3.6 (Integration with vertical systems and execution of each vertical 

pilot). 
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1. Introduction  

5Growth project aims at integrating the 5Growth service platform with the selected ICT-17 platforms 

(namely 5G-EVE and 5G-VINNI), along with its deployment into complementary trial sites on the 

premises of verticals, in order to provide an extensive validation and trialing of 5G-enabled vertical 

applications. Such applications target specific industry sectors, namely Industry 4.0 (i.e., COMAU and 

INNOVALIA), transport (i.e., EFACEC_S) and energy (i.e., EFACEC_E), and are expected to be deployed 

in a TRL6/TRL7-comparable environment as close as possible to a real 5G commercial environment. 

In particular: 

¶ COMAU will carry out its experimentation and validation activities on Industry 4.0 use cases 

at its own factory premises in the area of Turin, Italy. 

¶ EFACEC_E will carry out its experimentation and validation campaigns on Energy use cases at 

University of Aveiro, Portugal; including an early validation in a lab environment on the 

premises of EFACEC. 

¶ EFACEC_S will carry out its experimentation and validation campaigns on Transportation use 

cases at Aveiro harbour, Portugal; including an early validation in a lab environment. 

¶ INNOVALIA will carry out its experimentation and validation activities on Industry 4.0 use 

cases both at 5TONIC site in Leganés, Spain, and at their R&D premises in Bilbao, Spain. 

However, before any deployment and experimentation is put in place, it is required to plan and to 

develop the technolog ical and architectural solutions considered for each vertical pilot use case as 

well as the proposed enhancements for each of the relevant locations. In addition, as each vertical 

pilot is going to leverage a selected ICT-17 platform, it is required to study how these platforms are 

going to integrate with the 5Growth service platform. 

The remaining of this deliverable is structured as follows: 

Section 2 provides a mature in-depth description of the technical solution for each vertical pilot, 

including (i) details about the 5G infrastructure deployment in the vertical premises; (ii) overview and 

modelling of each selected use case with the identification of the required hardware and software 

components; and (iii) the definition of a set of experiments that will allow an initial validation of 

different components of the use case. In addition, this section provides the plans and roadmaps for 

the deployment, experimentation and validation of each vertical pilot use case, along with an analysis 

of the impact of COVID-19 on its execution. 

Section 3 extends the initial study p erformed in deliverable D3.1 [1] regarding the integration of 

5Growth with the selected ICT-17 platforms. As such, this section details the selected mechanisms to 

manage the interactions between 5Growth and 5G-VINNI/5G-EVE, highlighting some initial 

workflows. 

Finally, Section 4 summarizes the main findings in this deliverable while setting the prospects and 

pointers for future work.  
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2. Technical solution for the 5Growth Verticals Use Cases 

This section presents the technical solutions of the selected use cases of each vertical pilot. For each 

vertical pilot, the 5G infrastructure deployment in the vertical premises is detailed along with its 

planned roadmap. Then, for each of the selected use cases, the use case modelling and the required 

hardware and software are presented, along with a description of initial experiments that will allow 

the validation of specific components as well as the plans and roadmaps for the implementation of 

the use case. Finally, an analysis of the COVID-19 impact on the plans and roadmaps is presented, 

highlighting the planned contingency actions.  

2.1. COMAU Vertical Pilot 

Figure 1 illustrates the logical architecture of the COMAU Vertical Pilot highlighting the main 

components placed on the COMAU and TIM premises in the area of Turin, Italy. This architecture 

supports all the three use cases planned in the COMAUõs Industry 4.0 pilot, later indicated as 

COMAU-UC1 (Digital Twin Apps), COMAU-UC2 (Telemetry/Monitoring Apps), COMAU-UC3 (Remote 

Support and Digital Tutorial). More details about how this general architecture is unfolded in the 

three use cases is reported in Section 2.1.2, Section 2.1.3 and Section 2.1.4 where, in specific tables, 

are reported details of the various hardware and software components. 

 

FIGURE 1: COMAU PILOT LOGICAL ARCHITECTURE 

2.1.1. Infrastructure deployment in vertical premi ses 

2.1.1.1. Roadmap 

Figure 2 illustrates the main steps and their time plan for the deployment of the pilot components 

at the COMAU and TIM sites in the area of Turin, Italy. This plan refers to the three use cases included 

in the pilot.  The chart shown in the figure starts at M4 when the in-field activities started. This plan 
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intends to gradually setup the radio component, the underlying transport network and the 5Growth 

platform in which all the involved resources are coordinated.  

 

FIGURE 2: COMAU PILOT DEPLOYMENT PLAN 

The 5G NSA network was installed and tested in the COMAU premises by end of M8, as illustrated 

in Figure 2. The next important step is preparing the operatorõs core network (i.e. TIM) to support the 

new 5G radio. By introducing Control and User Plane Separation (CUPS) in vEPC, operators can 

achieve maximum flexibility and completely independent capacity scaling for Control and User 

planes. In the CUPS setup, the user plane remains in COMAU premises while the control plane is 

migrated to TIM premises (it evolves the architecture depicted in Figure 1 where the HSS only is 

hosted on TIM premises). Such configuration is better suited to the needs of a real commercial 

network deployment since the mobile operator can serve more verticals with the same vEPC. 

The transport layer, which currently comprises a fiber link subtended between the base station and 

the antenna, will evolve to support the transmission of eCPRI traffic, complying with the relevant 

latency constraints. In this direction, a specific framing will be introduced to wrap the eCPRI protocol 

over optical channels. 

Finally, the 5Growth platform will be integrated with the pilot. Hosted in TIM site, the platform will 

include an orchestrator with the role to automate the instantiation and configuration of network 

services by coordinating the resource allocation of radio, transport, and cloud. 

The integration of radio and transport is planned to be completed by M16. Afterwards, starting from 

M17, the 5Growth platform is planned to be integrated with the solution within M20.  
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COMAU-UC1 and COMAU-UC2 of the COMAU pilot will be completed and operative by M20 

whereas the COMAU-UC3 will be completed and operative by M21 as per detailed deployment plans 

described in the following sections. 

2.1.1.2. Plan and deployment setup 

The 5G NSA radio infrastructure has been deployed on COMAU premises. Preliminary connectivity 

tests have been successfully tested using both OPPO 5G Smartphones and 5G pocket routers. These 

devices allowed the operation of two robots related to the UC2 Telemetry/Monitoring app.  

Details of the functional elements and of their interconnection are provided in Figure 3. 

 

FIGURE 3: COMAU PILOT DETAIL OF RADIO DEPLOYMENT 

In the current setup depicted in Figure 1, the transport segment comprises a fiber point-to-point link 

connecting the baseband (BB) unit with the antenna side. Such simple transport arrangement will 

evolve into the transport infrastructure depicted in  Figure 4, which will constitute a more realistic 

representation of a fiber -based network serving industrial radio needs.  
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FIGURE 4: COMAU PILOT DETAIL OF THE TRANPORT INFRASTRUCTURE ON THE COMAU PREMISES 

The implementation of such a transport infrastructure on COMAU premises is planned by M13, 

including one additional week for tests . A preliminary activity, planned within M12, will consist on 

the implementation  of a framer, to wrap the eCPRI radio interface protocol over optical channels.  

The final tests across the three use cases, operating on the radio -transport integrated infrastructure 

(still without integration with the 5Growth platform ), are planned within M16. Later, the integration 

with the 5Growth platform will be done and tested.  

2.1.2. Use Case 1: Digital Twin Apps 

2.1.2.1. Use Case Modelling 

The Digital Twin is essentially a virtual representation of something that exists in the real world, such 

as physical assets, processes, people, places, systems and devices connected in real-time thanks to a 

continuous data stream. 

To demonstrate 5G´s low latency performance and its feasibility in URLLC scenarios, this use case has 

the objective to create a digital twin of an actual robot to achieve two goals:  

1. Enabling real-time reporting on the robot status,  with no delays about robot status and its 

performance without the need to b e geographically close to it; and  

2. Enabling remote control using an interface to receive commands from external applications 

or virtual machines.  

As such, this use case has as major objective to demonstrate the 5G low latency feature (i.e. URLLC 

profile).  

As shown in Figure 5, the use case architecture includes a robot and a computer, both attached to 

the 5G network via respective user equipment units (5G CPEs), and a computer producing 
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instructions to the robot. HoloLens goggles are connected to the computer via Wi -Fi as it is the only 

connection supported by this device.  

In a first implementation step, COMAU has used a robot model e.DO [2], which is a modular small 

òeducationaló robot having the same multi-axis movements capabilities of a commercial òindustrialó 

robot. In a second step, COMAU will replace e.DO with a Racer model [3] (the one depicted in the 

figures), which is a robot projected for quick applications in restricted spaces, including handling, 

assembly and pick-and-place operations. 

 

FIGURE 5: COMAU-UC1 OVERVIEW 

This use case consists in a robot remotely controlled by a computer. To this end, the workflow 

consists on periodically sending the robot coordinates of the position the robot has to assume; 

gather positioning data from the r obot controller in real -time (which estimates the actual position of 

the robot via the encoders installed on the axes motor); and replicate the behavior via a virtual version 

on the augmented reality device (i.e. in the HoloLens). 

It is important to transm it positioning data of the robot remotely in order to change the current 

paradigm in which robots are programmed offline, each with its own program language.  

In order to further investigate this aspect, a remote controller of the robot has been instrumente d 

into a 5G smartphone. With this remote controller, which also has low-latency requirements, an 

operator has the ability to instruct and drive the robot using a sort of òjoystickó as an alternative to 

the batch of instructions sent by the computer.  

2.1.2.2. Hardware / Software components 

TABLE 1: COMAU-UC1 HARDWARE COMPONENTS 

Component  Description  Location  

Anthropomorphic Robot  COMAU robot  (e.DO and Racer models), 

remotely controlled and replicated in the 

digital twin system 

COMAU site 
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Component  Description  Location  

Augmented Reality 

Device (HoloLens)  

Device where the virtual twin of the actual 

robot  is shown via AR with real time position 

emulation. 

COMAU site 

Computer including a 

display  

Computer where robot instructions are 

elaborated (and sent to the robot) and w here 

the AR software is processed. AR Device is 

connected with this computer via Wi -Fi.  

COMAU site 

5G Smartphone 

(optional)  

Smartphone, connected through 5G, where 

an application allows to control the robot 

from a remote location  

COMAU site 

Antenna System  Ericsson antenna system for 5G  COMAU site 

Baseband (BB) System Ericsson Baseband System COMAU site 

vEPC Ericsson Virtual Evolved Packet Core 

providing core radio functionalities . vEPC 

functions are entirely deployed on COMAU 

premises in first phase while just the HSS 

functionality is hosted in TIM. Later, the 5G 

architecture will evolve into a CUPS 

configuration with the user plane located in 

COMAU and the control plane located in TIM. 

COMAU site. TIM 

site in the CUPS 

evolution. 

Server for controllers  Server where RAN controller, VIM, and WIM 

runs (related to the 5Growth platform hosted 

in TIM) 

COMAU site 

Transport  Wired connection between the antenna 

system, BB, vEPC, Switches  

COMAU and TIM 

sites 

HSS Home Subscriber Server  TIM site 

5Growth platform server  Server where the 5Growth components run 

(5Gr-VS, 5Gr-SO, 5Gr-RL) as reported in D2.1 

[4] 

TIM site 

 

TABLE 2: COMAU-UC1 SOFTWARE COMPONENTS 

Component  Description  Location  

Augmented Reality 

Application  

Software related to the realization of the 

digital twin of the actual robot  

COMAU site 

Control software of the 

robot  

Software controlling the robot, running on 

the same computer where the digital twin 

application runs 

COMAU site 

Application in the 5G 

Smartphone  

(optional)  

Application running on the smartphone to 

drive the robot from remote  

COMAU site 

5Growth software 

platform  

5Growth software components (5Gr-VS, 5Gr-

SO, 5Gr-RL) as reported in D2.1 [4] 

TIM site 
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2.1.2.3. Deployment and implementation setup  

As mentioned previously, this use case envisions the control of the robot either using a computer 

(which will be referred to as òOption Aó) or, alternatively, using a mobile device (which will be referred 

to as òOption Bó). 

In Option A, two 5G CPEs are used to connect the robot and the computer (with HoloLens) to the 

overall architecture. CPEs are linked with the robot and the computer  with Ethernet cables. 

In Option B, the computer and the respective 5G CPE are replaced with a 5G-enabled smartphone. 

Meaning, that a single 5G CPE is used to connect the robot with the overall architecture, while the 

smartphone connects directly to overall architecture using its 5G capabilities. The remote-control 

component needs to be developed and deployed not only in an actual computer or virtual machine 

(VM), but also in the 5G smartphone to implement the Option B.  

Regarding the software, Unity has been used as library to show the virtual twin of the robot 

synchronized in with the actual position streaming on the HoloLens. In turn, the computer and the 

smartphone use a similar interface, implemented in the robot controller, for gathering real -time 

positioning dat a and for transmitting movement commands.  

2.1.2.4. Initial experiment description  

Currently, in Option A, the application that uses COMAU open-source e.DO robot has been already 

developed and tested with two alternative 5G CPEs. In Option B, industrial robots work on a real-

time operating system, which means strict latency requirements down to 1 ms. This will lead to more 

challenging experiments. 

Before defining technical KPIs regarding 5G network performance, the following functional 

experiments can provide a practical means to verify the expected functional behaviour: 

1. Perfect synchronisation between the physical robot and the virtual one projected on the 

HoloLens glasses. 

2. No delay in remote controlling the actual robot both from the computer and the smartphone.  

Those experiments are already verified with the current solution (with the e.DO robot).  

Quantitative measurements will be performed to validate the technical KPIs shown in Table 3. Full 

KPIs verification, including service KPIs, is the responsibility of WP4. 

TABLE 3: COMAU-UC1 KPIS 

KPI Units  Expected values  

E2E One Way Delay (OWD) ms < 15 (all end devices at same 

location) 

Availability/Reliability  % 99.999/80 

Packet Loss % < 0.1 

Jitter  us 100 
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All the above-mentioned software integrations need to be tested with the 5G network, where the 

transport layer consists currently in just a fiber cable, including its further implem entations in terms 

of transport layer, CUPS, VNFs, slicing and orchestration.  

Once the integration phase ends, the KPIs will be further tested to validate any possible discrepancy 

against the expected performances on the final complete setup. 

2.1.2.5. Plan and roadmap 

Figure 6 shows the development roadmap for this use case. 

 

FIGURE 6: COMAU-UC1 DEPLOYMENT PLAN 

The initial deployment phase for the COMAU-UC1 vertical system has already started. This included 

the means to collect real-time data from the robot controller , and the implementation of  the interface 

for remote control  (running on the console depicted in Figure 5). This initial phase is based on the 

e.DO robot and it is indicated with òe.DO Digital Twinó in the above timeline. Starting from M10, the 

implementation will see the replacement of this robot with an industrial robot, which i s indicated as 

òIndustrial Robot Digital Twinó in the timeline. Later, approximately from M16 on, the activity will 

focus on the design and development of  the application that will use such features, and on the 

implement ation of  the AR digital twin using t he libraries of the augmented reality device. The 

complete implementation of the COMAU-UC1 is expected to be finished at the end of M20, including 

tests and bug fixes. In parallel with the development of the applications, KPIs measurement are 

expected to be continuously performed. 
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2.1.3. Use Case 2: Telemetry/Monitoring Apps  

2.1.3.1. Use Case Modelling 

In this use case, an extensive sensor deployment is in place to monitor and prevent failures of 

machinery and equipment through massive data collection (i.e. vibration, pressure, temperature and 

so on). 5G facilitates the installation of  a wide range of different wireless sensors easy to be attached 

to machinery without the rigidity of cable, which is also more sensible to attrition .   

COMAU has already developed its own IIoT (Industrial Internet of Things) platform,  which gathers 

data directly from machiner ies as well as from sensor data. With respect to the state of art of this 

platform, this use case aims at reinforcing the fault predictiv e capabilities with more data collected 

via 5G. 

As shown in Figure 7, the architecture involves some industrial robots and a gateway on the COMAU 

premises. Photocells are used as sensors to detect the presence of an object to be manipulated and 

a sensor is used to detect the dimension of such object. COMAU IIoT solution, which gathers data 

directly from machinery as well as sensor data, is hosted in the TIM site. The two sites are connected 

via a VPN channel. 

 

FIGURE 7: COMAU-UC2 OVERVIEW 

Detailing the architecture of the testbed, two different user equipment elements are used, CPEs, in 

order to test two different types of communications. Indeed, the piece of software which gathers the 

information and sends it to the platform in TIM is the gateway . The first robot is connected to a 5G 

CPE. The second robot and the gateway are connected to a second 5G CPE. IP addresses are the ones 

assigned by the vEPC. All the robots are in the same address space managed by the gateway so, from 

a logical point of view, all the robots are connected to the gateway (via the 5G network) . 

Information gathered from all the robots is sent via 5G, through the Gateway, to the COMAU IIoT 

platform, hosted in TIM site, through the VPN channel. 
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2.1.3.2. Hardware / Software components 

TABLE 4: COMAU-UC2 HARDWARE COMPONENTS 

Component  Description  Location  

Industrial Robots  Production line including robots and other 

systems. The final number of robots in the 

use case is three.  

COMAU site 

Photocells  Photocells to recognize piece presence COMAU site 

Sensor Sensor to gather physical dimensions COMAU site 

Gateway PC to gather data from industrial equipment  COMAU site 

Antenna System  Ericsson antenna system for 5G  COMAU site 

Baseband (BB) System Ericsson Baseband System COMAU site 

vEPC Ericsson Virtual Evolved Packet Core 

providing core radio functionalities . vEPC 

functions are entirely deployed on COMAU 

premises in first phase. Later the 5G 

architecture will be evolved in a CUPS 

configuration with the user plane part in 

COMAU and control plane part is in TIM. 

COMAU site. TIM 

site in the CUPS 

evolution. 

Server for controllers  Server where RAN controller, VIM, and WIM 

runs (related to the 5Growth platform hosted 

in TIM) 

COMAU site 

Transport  Wired connection between the antenna 

system, BB, vEPC, Switches  

COMAU and TIM 

sites 

HSS Home Subscriber Server  TIM site 

Server Server where the COMAU IIoT Platform runs TIM site 

5Growth platform server  Server where the 5Growth components run 

(5Gr-VS, 5Gr-SO, 5Gr-RL) as reported in D2.1 

[4] 

TIM site 

 

TABLE 5: COMAU-UC2 SOFTWARE COMPONENTS 

Component  Description  Location  

COMAU IIoT Platform  COMAU IIoT platform  (inGrid) which gathers 

data directly from machinery as well as sensor 

data 

TIM site 

5Growth software 

platform  

5Growth software components run (5Gr-VS, 

5Gr-SO, 5Gr-RL) as reported in D2.1 [4] 

TIM site 

2.1.3.3. Deployment and implementation setup  

In order to have a use case as realistic as possible, COMAU has designed and it is developing a small 

production line with the actual components, both softw are and hardware, used in real shop floors 

(manufacturing plants).  
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The target architecture includes three robots, the PLC (cell control) and several sensors. As part of 

IIoT hardware, in COMAU premises there is just the gateway. About the IIoT software, the collection 

of the data is almost finalised, future developments regard 1) a better visualisation layer, and 2) the 

further implementation of more effective predictive analytics procedures.  

2.1.3.4. Initial experiment description  

The first experiments, already developed and tested, were about the two different ways of 

communication between machinery and the gateway. The IIoT platform has already been installed at 

TIM premises. In order to check the correct functional behaviour of this application, the reference 

experiments are: 

1. To check, at gateway level, the data flow coming from all the connected pieces of machinery 

and robots. 

2. To check, from the IIoT platform deployed in TIM, the correct operation  of all the industrial 

equipment as well as the gateway in use. 

Table 6 sums up the technical KPIs related to this use case. Full KPIs verification, including service 

KPIs, is in charge of WP4. 

TABLE 6: COMAU-UC2 KPIS 

KPI Units  Expected values  

E2E One Way Delay (OWD) ms < 30 (all end devices at same 

location) 

Availability/Reliability  % 99.999/80 

Packet Loss % < 0.1 

 

Further integrations will consist on developing a new user interface and gathering data from the PLC 

and other sensors. Additional effort is directed to the development of predictive maintenance 

algorithms, starting from collected data.  

All the above-mentioned sof tware integrations and KPIs must be tested on the actual 5G network, 

where the transport layer is just a fibre cable, with its further implementations in terms of, transport 

layer, CUPS, VNFs, slicing and orchestration.  

2.1.3.5. Plan and roadmap 

Figure 8 sums up the roadmap related to this use case. 
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FIGURE 8: COMAU-UC2 DEPLOYMENT PLAN 

As said above, the target architecture includes three robots, the PLC for the robot ic cell control and 

several sensors. The deployment plan indicates the integration of robots to be completed within M9 

and the integration of all other components, including PLCs and sensors, within M20.  

The initial deployment stage for COMAU-UC2 is about line deployment and programming 

combining all the different components involved . Completion of this activity is expected for the end 

of M20, including the new prediction algorithms for both maintenance and scheduled activities. By 

the end of M24, the objective is to integrate the overall vertical system with the infrastructure. 

By the end of the first phase, and in parallel with the development of the applications, KPIs 

measurements are expected to be continuously supported. 

2.1.4. Use Case 3: Digital Tutorial and Remote Support 

2.1.4.1. Use Case Modelling 

This use case aims at providing technicians and maintenance staff with digital tutorials and remote 

support by means of high definition videos and live connections to remote technical offices. The 

main objective is to reduce the MTTR (Mean Time To Repair) using real-time streaming with a skilled 

technician in remote locations to support maintenance and repair operations in the production line 

of the factory. Another advantage is the possibility to access to tutorials and instructions for training 

purposes. 



D3.2: Specification of ICT17 in-house deployment 31 

   

H2020-856709 

 

 

FIGURE 9: COMAU-UC3 OVERVIEW 

The scenario, illustrated in Figure 9, involves a òremote factoryó. Here some machinery is affected by 

a fault, but the local staff requires advanced support to rapidly fix the problem. Technicians in the 

remote factory can use the HoloLens device connected via Wi-Fi to a 5G CPE. On the other side of 

the connection, geographically separated from the factory, there is an expert with a remote 

maintenance application. Such expert has the òfull pictureó of the fault and can provide remote 

support to the in -field technician. 

The application requested in this use case has to enable: 

¶ A high definition video streaming.  

¶ The possibility to set up a call between the technician and the expert. 

¶ The possibility to send instructions and procedures to the technician (i.e. a digital tutorial), 

also leveraging on the AR capabilities of the HoloLens to superimpose graphical elements 

to the reality in front of the technician thus facilitating identifying the different components 

affected by the fault. 

In the practical implementation of the use case, the òremote factoryó could be located inside the 

same COMAU site or elsewhere (the exact location is still under discussion).  

2.1.4.2. Hardware / Software components 

TABLE 7: COMAU-UC3 HARDWA RE COMPONENTS 

Component  Description  Location  

Anthropomorphic Robot  COMAU robot used to simulate failures and 

maintenance activities 

COMAU site 

Augmented Reality 

Device (HoloLens)  

Device used both to visualize procedures and 

remote instructions as well as for the high-

quality streaming. 

COMAU site 

Antenna System  Ericsson antenna system for 5G  COMAU site 

Baseband (BB) System Ericsson Baseband System COMAU site 






















































































































































































































