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Abstract

The main goal of 5Growth is to validate the ability of core 5G technologies to accommodate
multiple advanced vertical services over common infradructure and, importantly, to extend
baseline 5G platforms and architecture proposals with innovations that fill the gaps towards
meeting the requirements of the vertical use cases described in WP1.

This document summarizes a gap analysis over such 5G state-of-the-art baseline platforms
undertaken within the project, with particular focus on 5G-TRANSFORMERand a list of concrete
innovations that are being (will be) designed and implemented during the scope of 5Growth
project, which will contribute to meet the stringent requirements of 5Growth vertical use cases.
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Executive Summary and Key Contributions

The main goal of 5Growth is to validate the ability of core 5G technologies to accommodate
multiple advanced vertical services over common infrastructure and, importantly, to extend
baseline 5G phtforms and architecture proposals with innovations that fill the gaps towards
meeting the requirements of the vertical use cases described inD1.1 [5].

This document summarizes the gap analysis over state-of-the-art 5G platforms, with particular
focus on 5G-TRANSFORMERand a list of concrete innovations that are being (will be) designed
and implemented during the scope of 5Growth project, which will contribute to meet the stringent
requirements of 5Growth vertical use cases. Specificlly, the innovations selected for 5Growth are:
1 Architectural innovations:
o Enhanced support of verticals
A I11: Radio Access Network (RAN) segments in network slices
A 12: Vertical-service monitoring extensions
o 13: Monitoring orchestration
o Control and Management innovations
A 14: Control-loops stability
A I5: AlI/ML support
0 End-to-End orchestration innovations
A 16: Federation and inter-domain
A 17: Next-generation Radio AccessNetworks
9 Algorithmic innovations
o0 18: Smarter orchestration and resource control
o 19: Anomaly detection
0 110: Forecasting and inference
1 Framework innovations
0 111: Security and auditability
0 112:5Growth Continuous Integration/Continuous Delivery (CI/CD)

Theseinnovations, driven by the needs of the use cases defined in WP1, are designed and will be
built on top of the 5Growth reference platform, 5GTRANSFORMERaccording to a work plan

organized in different tasks and appropriately scheduled during the time sc ope of the project. In
this way, 5Growth WP2 not only does provide novel features that will help the project to perform

novel trials in WP3, but it also boosts the cost-efficiency of the platform, its security and lies the

foundations for vertical applications not even considered in 5Growth to deliver a future -proof

platform, e.g., novel Al/ML services, nextgeneration virtual RANSs, etc.

Accordingly, this document introduces a release plan of the platform, and reports the design status
of each of the innovations which will be wrapped up around an integrated and fully-functional
platform at each release. Each release will follow a process of unit tests (UTs) and a set of
integration tests (ITs). Namely, 5Growth plans out two software releases:

1. Release 1 May, 2020), including a first release of innovations I1, 12, 14 and 18
2. Release 2 May, 2021), with the final implementation of all innovations.

aid SGROWTH H2020-856709



D2.1: Initial Design of 5GEnd-to-End Service Platform 12

1. Introduction

WP2’s mainobjective is to design and build a 5G End-to-End Service Platform that is able to cope
with the demanding requirements of vertical industries, particularly in the area of service
automation, monitoring and interfaces with vertical customers. To this aim, 5Growth builds on top
of 5G-TRANSFORMER platform, extending and enhancing its functional lmcks (vertical dicer,
service orchestration and resource layer with focus on the functional and service requirements of
the use cases derived in WP1, which will bedemonstrated in vertical pilots within WP3.

WP2's Task 2.1(T2.1) is first charged with finding and selecting the set of functional and

technological innovations (over 5Growth baseline platform, 5G-TRANSFORMER1]) all across the
platform (vertical slicer, service orchestrator, in addition to the resource layer). h this way, T2.1
coordinates and integrates all this researcdh and development work to ultimately deliver a fully -
functional service platform ready to be integrated into WP3"s pilots . During the first six months of

the project, T2.1 has revisited the baseline platform and executed a process of exploration and
selection of such innovations. The outcome of such process of revising the 5Growth baseline

platform and shedding light to the functional gaps required to meet the project objectives is
presented in Section 2.

The remaining tasks in WP2 (T2.2, T2.3 and T2.4) have contributed with ideas and gap analyses
across the three main layers ofthe 5Growth stack (respectively, vertical slicer, service orchestrator
and resource layer). As a result, the consortium as a whole has made a selectiorof 12 innovations
that include integral improvements over the baseline platform (security, continuous integration -
continuous development), architectural upgrades (monitoring platform , AlI/ML platform, radio
access network technologies, enhanced vertical suport) and algorithmic innovations
(forecasting/inference, anomaly detection, and smarter and more dynamic service orchestration
and resource control). The functional description of s uch key 5Growth innovations is
introduced in Section 3.

In coordination between T2.1 and the remaining tasks, the project has set up a coherent time plan
for the design, testing and development of each one of the selected innovations, assgning higher

priority tothose most needed for integration within WP3.

be released in two epochs: Release 1 in month 12, and Release 2 in month 24. Some initial work
has been already carried out in some of these innovations (see annex, Section7), in addition to a
general overview of the architectural vision for the rest. The release plan and the architectural
work done so far on each of the 12 innovations is shown in Section 4.

Finally, in order to guarantee coordinated and synchronized work across all tasks, which should
finally be integrated into a single platform, this document presents a glossaryin an Annex (Section
8). This glossary presents concepts and nomenclature mostly inherited by our baseline platform
5G-TRANSFORMERL1], that will be used within this document and others to come, including
technical specification and software releases.

aid SGROWTH H2020-856709
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2. BaselinePlatform

The 5Growth project is set out to validate core 5G technologies, by performing field trials with
vertical industries, spanning from Industry 4.0 to Transportation and Energy with diverse
application-specific requirements and KPIs. Building upon the vision of 5GPPP phase 1 and phase
2 projects to support several vertical industries using a platform that supports slicing of the 5G
telco infrastructure, 5Growth attempts to bridge the gap with the evolving technologica |
innovations. The goal is to enable the uniform and automated deployment and operation of
customized slices for 5Growth verticals based on the requirements from the involved stakeholders.
Towards that end, 5GTRANSFORMER architectur¢l] is used as the starting point to build the
5Growth platform.*

In the following sections we provide an overview of the 5Growth architecture highlighting the
targeted innovations, analyzing the functionality of the corresponding building blocks of the
baseline 5GTRANSFORMER architecture andidentifying their functional/technological gaps
towards the WP goal: the 5Growth platform.

2.1.High-level 5Growth Architecture

5Growth is set out to enhance the 5G-TRANSFORMER platform along the following dimensiors:
usability, flexibility, automation, performance and security, through the set of innovations proposed
in Section 3. The 5G-TRANSFORMER architecturgl] is decomposed into three building blocks; the
Vertical Slicer (5GTVS), supporting the creation and management of slices for verticals; the Service
Orchestrator (5GT-SO), for endto-end serviee orchestration and federation of resources and
services from multiple domains, and the Mobile Transport and computing Platform (5GT-MTP),
acting as the underlying fronthaul and backhaul transport network infrastructure. Details on these
functional compone nts can be found in Section 2.2.

The 5Growth baseline platform rebrands the three architectural building blocks of the 5G-
TRANSFORMER architecture, as depicted iRigure 1, to reflect the innovations introduced by the
project, namely:

1. The 5Growth Vertical Slicer (5GfVS), which is inherited from 5G-TRANSFORMER/ertical
Slicer (5GTFVS),acts as one-stop shop entry point for verticals to request a custom network
slice. In particular the northbound interface of the 5GT-VS exposed to the vertical OSS/BSS
and the functionality o f the 5GT-VS will be expanded to support: (i) 5Growth innovations
that will enable customized per-slice capabilities for monitoring, security and performance
assurance powered by machine-leaning and analytics; (i) provide verticals with more
control over their slices (with emphasis on the Radio Access Network (RAN)), and (iii)
additional support towards the multi -domain at the service level to request services offered
by different Communication Service Providers CSP$.

[

aid SGROWTH H2020-856709
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2. The 5Growth Service Orchestrator (85r-SO), which is inherited from 5G-TRANSFORMER
Service Orchestrator (5GTSO), provides both network service and resource orchestration
capabilities in order to instantiate network slices within and across multiple domains. In
particular, the 5GT-SO layer wll be enhanced by novel frameworks, algorithms and
architectural approaches pertaining to monitoring, security and the smart orchestration,
lifecycle management and control of (federated and dynamic) slices, optimizing RAN,
Transport, Core and cloud/edge computing (EC) resources.

3. The 5Growth Resource Layer (5G{RL),which is inherited from 5G-TRANSFORMER Mobile
Transport and computing Platform (5GT-MTP), hosts all the compute, storage and
networking physical and virtual resources where network slices and end-to-end services are
executed. The esource layer is responsible for managing the infrastructure at the vertical
sites and the required transport resources to interconnect them. 5GT-MTP will be
augmented to support (re -programmable) mechanisms and algorithms to support and
improve security, closed-loop management and control of in dividual resources in the RAN,
EC, transport or core domains.

Vertical OSY BSS Vertical OSI BSS
5Growth Vertical Sicer 5Growth Vertical Sicer
Network Sice Manager Network Sice Manager
5Growth Service Orchestrator 5Growth Service Orchestrafor
Network Network
. Re:
Service or chsgsLtj :;aor Federation Service Oﬁ']so;rgte
Orchestrator Orchestrator chestrator
5Growth Resource Layer 5Growth Resource Layer
S POC(resource advertisement, resource S POC(resource advertissment, resource
abstraction, resource orchestration) abstraction, resource orchestration)

TD1-1 TD1-2 TD2-1 TD 2-2
Administrative domain 1 Administrative domain 2
across multiple technology domains (TDs) across multiple technology domains (TDs)

FIGURE1: 5GROWTH ARCHITECTWRE

Apart from the enhancements per each architectural building block, 5Growth will investigate and
advance crosslayer interactions and dependencies that will eventually lead to more stable,
performant and secure/resilient slices and thus end-to-end services for the verticals.

2.2.BaselineArchitecture

We next detail the architectural design of the indivi dual components 5Growth is based upon,
namely, 5G TRANSFORMER’s Vertical Slicer (5@75S), Service Orchestrator (5G50) and Mobile
Transport and computing Platform (5GT-MTP), and as well asthe interfacesamong them.
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2.2.1.Vertical Slicer

The 5GTRANSPRMER Vetical Slicer (5GTVS) [3] operates at the northbound of the 5G -
TRANSFORMER architecture and handles the requests for vertical services, issued by the verticals
that constitute the consumers of the 5G-TRANSFORMER serwds. The Vetical Slicer manages
internally the mapping and translation between the requested vertical services (Vertical Service
Instances- VSI) and a number of network slices (Network Slice Instances NSI), which are created

on demand, by provisioning t he associged NFV network services (NFV-NS), mediated through the

5G-TRANSFORMER Service Orchestrator (see next section for details).

At its northbound, the Vertical Slicer provides a common entry point for all the verticals to request
the provisioning and management of vertical services through a simplified and vertical-oriented
n particul ar,

i nterf ace.

t he

verti

cal

can

reque s

be used as basis for the service definition, from the catalogue of Vertical ServiceBlueprints (VSB)
offered by the 5G-TRANSFORMER system and then completing their specification providing a
number of service-oriented parameters that customize the desired service instance. This approach
allows the verticals to focus only on the requirements, the high-level components and the logic of

their service applications, without the need to specify how they must be deployed and

interconnected in terms of resources and mobile connectivity. The final specification of the vertical
service, povided by the vertical, is formally expressed through a Vertical Service Descriptor (VSD)
which is composed by the VSB filled with the userdefined parameters. The VSDcomprises the

input for the Vertical Slicer procedures related to the management of vertical services.
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FIGURE2: MAPPING BETWEEN 5GI-VS AND 3GPP NETWORK SLICING ARCHITECTRE
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The 5GTFVS implements different functionalities identified by the network s licing architecture

defined in [1], as shown inFigure 2. In particular, the Vertical Service Management Function of the

Vertical Slicer (similar to the Communication Service Management Function (CSMF) defined by

3GPP) is responsible to identify the kind of network slice(s) required to provision the requested

vertical service, together with their dimension. The VSD/NSD translation procedure is driven by
translation rules, specified by the system administrator as part of the VSB design. These rules allow

to map the service-oriented parameters specified by the verticals into the infrastructure parameters

that define the dimension of the network slice (e.g. size of the VNFs, capacity of the virtual links,

etc.). Moreover, the CSMF functionality is also responsible for arbitrating among multiple,
concurrent services and for taking decisions about their final mapping into one or more network

slices. In particular, this implies a decision about whether new network slices must be created to

host the service or whether existing ones can ke used and, if needed, about how they must be

modified to accommodate the additional traffic and processing load. These decisions, defined as
arbitration procedures, follow only business- and servicebased criteri a, l i ke t h
servicerequi rements in terms of isolation and cfacmponen
the Vertical Slicer does not take into account any consideration related to the actual availability of

network or computing/storage resources at the infrastructure level, since the resource
management and logic is delegated to the lower layers of the 5G TRANSFORMER architecture.

The Vertical Slicer also implements the functionalities to actually manage the lifecycle of the
network slices and their network slice subnets, in case of composed network slices. These
functionalities can be mapped into the Network Slice Management Function (NSMF) and Network
Slice Subnet Management Function (NSSMF) defined by 3GPP, and includes the procedures to
instantiate new network slice (or subnet) instances, modify or terminate them, according to the
directives received by the vertical service management logic. In this sense, the Vertical Slicer is able
to handle different kinds of relationships between vertical services and network slices. In the
simplest scenario, a vertical service is mapped into a single network slte that is entirely dedicated
to that service and guarantees the highest level of isolation. However, in order to improve the
efficiency of the service arbitration, a network slice can also be shared by multiple vertical services.
Moreover, exploiting the concept of service decomposition and network slice subnets, a vertical
service may be mapped into multiple network slices, where each of them provides a specific
functionality (e.g. the connectivity to mobile equipment, a specific network functionality, or a
service-oriented application functionality ). This approach allows to share more atomic service
components among different services and, consequently, share single netwak slice subnets among
mul ti plkte-e dkhdnet work slices, ibring eptimezatianbfbr ispegfic t he d
portions of the slice.

Functional architecture of 5G-TRANSFORMER Vertical Slicer

The functional architecture of the Vertical Slicer is stown in Figure 3. At the northbound, the
Vertical Slicer offers a Graphical User Interface (GUI) and a REST API for the verticals tequest
operations related to vertical services, as well as a management interface for the configuation of
tenants, SLAs, VSB catalogue, etc. The southbound interface, based on REST APIs, enables the
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interaction with the Service Orchestrator for the request and lifecycle management of NFV-
Network Services (NFVNS), as well as the onboarding of the associated NSDs. In fact,in 5G-
TRANSFORMER, the instantiation and management of network slices is implemented through the
orchestration of a number of associated NFV-NS that provide the actual implementation of the
slices at the resource level. The NFWS are requested dynamically to the underlying Service
Orchestrator using a REST API which has been modelled following the messages and information
models specified in ETSI GS NFMFA 013[32] for the interaction with an NFV Orchestrator (NFVO)
and in ETSI GS NFAIFA 014[33] for the modelling of NFV Network Service Descriptors (NSDs).
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FIGURE3: 5G TRANSFORMER VERICAL SLICER ARCHITETURE

The management and configuration of the Vertical Slicer systemallows to configure tenants, their
SLAs and the associated policies. Moreover, VS blueprint can be orboarded in the internal
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The Vertical Frontend of the Vertical Slicer provides the entry point for the entire system and
receives requests from the verticals about the management of vertical services. The Vertical Front
end exposes the catalogue of VSBs, the APIs to customize themwith open properties and to
generate the corresponding VSDs and the APIsto request new vertical service instances based on

such VSDs.

The lifecycle (LC) of Vertical Service Instances (VSIs) and the corresponding Network Slice Instances
0VSI / NSMa nG@aecrr dicanatitlims ¢hk&
engine of the Vertical Slicer and includes different logical modules dedicated to the lifecycle
management of the different entities, namely, vertical services, aggregation of correlated vertical
services, network slices and network slice subnets. In particlar, the Vertical Slicer engine, through

(NSIs) aremanagedt hr ough

t he
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the cooperation of these single modules, manages the association between VSIs and NSis,
regulates the sharing of network slices among different vertical services and the decomposition of
network slices into network slice subnet instance$. Each module itself is specialized to handle tre
finite state machines of the related entity, i.e. for VSIs and NSIs/NSSIs lifecycle, coordinating
operational commands, notifications and events associated to them. The network slice (subnet)
management is actuated issuing requests for the instantiation, scaling and termination of the
corresponding NFV-NSs, interacting with the 5GT-SO. The status of all the elements managed by
the Vertical Slicer is persisted inVSI/NSINSSI records.

The Vertical Slicer algorithms and decision logic are implemented inthe 0 VSD/ NSD Tr ans|l at
in the Arbitrator. The VSD/NSD Translator is responsible for the mapping between vertical services

and network slices, selecting the descriptors of the assocated NFV network services and their

required deployment size, in terms of deployment flavour and instantiation level. This approach

allows to identify, e.g., the number of VNF instances, their amount of resources or the bandwidth of

the virtual links inter connecting them, which characterize a network slice that is able to guarantee

the service requirements specified in the VSD. Tl
entity responsible to handle contention among concurrent services, based on their priority, sharing
requirements and resource budget. The Arbitrator takes decisiors about the number of new

network slices to be instantiated, the existing ones to be re-used and how they must be modified

or scaled, providing the directives towards the Vertical Slicer NSMF and NSSMF-.

2.2.2.Service Orchestrator

The 5G-TRANSFORME Service Orchestrator (5GTSO) [4] is in charge of end-to-end (E2E)
orchestration of NFV-Network Services NFV-NS) and managementof their lifecycles (including on-
boarding, instantiation, update, scale, query, termination, etc) across single or multiple
administrative domains by interacting with the local 5GT-MTP and/or with other 5GT-SOs of
neighbour administrative domains, respectively. This includes all tasks related with coordinating
and offering to the vertical an integra ted view of services and resources from the local as well as
multiple administrative domains. Orchestration entails managing end-to-end services and
resources, and maps them to the different administrative domains of local and/or other domains,
based on sevice requirements and availability of the services/resources offered by each of the
administrative domains.

5GT-SO receives the service requirements from 5GIVS via its northbound interface in the shape of
a Network Service Descriptors (NSD). A NSD desdres a Network Service (i.e., NFANS) that 5GTF
SO should provide (either on its own or by leveraging neighbouring 5Gr-SOs) and it is expressed in
terms of chaining of VNF components (i.e., constituent VNFs) described by VNF Descriptors (VNFD).
A VNFD descrbes a VNF in terms of its deployment and operational behaviour as well as specifies
the resource and the connectivity (i.e., virtual links) requirements.

2 A Network Slice Subnet Instance (NSSl)includes a subset of the components (Network Functions or other
NSSIs) that constitute a Network Slice Instance. For a formal definition of the NSSI the reader can refer to[1].
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The 5GFSO processes the NSD in order to decide the optimum placement of the VNFs/Vertical
Applications (VAs) and assign virtual networking, computing and storage resources in the local
5GT-MTP domain and/or across one or multiple other administrative domains (in case of
federation) for meeting the service requirements specified in the NSD. To this purposg the 5GT-SO
embeds a series of modules, most notably, the Network Service Orchestrator (NFYNSO) and the
Resource Orchestrator (NFYRO) with functionalities equivalent to those of the ETSI NFV
Orchestrator [6]. The NFUNSO hasthe responsibility of coordinating the deployment of NFV -NSs
along with their lifecycle management. The NF\-RO is in charge of deciding function placement
and orchestrating virtual resources under the control of the underlying 5GT-MTP(s).Additionally,
the 5GT-SO provides multi-domain network service orchestration through service and/or resource
federation. In this direction, the 5GT-SO interacts with 5GFSOs of other administrative domains
through its eastbound -westbound interface (federation) on the end -to-end deployment of network
services and placing them in most suitable execution environment based on the offered services
and/or available resourcesin each administrative domain.

Service orchestration involves the management and instaniation of VNFs and/or VAs (Vertical
Applications) at local, edge and cloud NFVIs. The problem of mapping VNFs to (virtual) computing
entities (nodes, NFVIPoPs) and the mapping of virtual links between VNFs into (virtual) paths,
depending on the granularity of abstraction offered by the 5GT-MTP, can be tackled by different
optimization strategies, e.g., heuristics or mixed-integer linear programming. Moreover, automated
network service management and selfconfiguration algorithms (e.g., NFV-NS auto-scaling) are
also required to adapt service deployments to network changes and/or the infrastructure resource
utilization (e.g., virtual machine CPU load) in order to prevent service degradations or SLA
violations due to concurrent usage of resources. To this purpose, the collection and aggregation of
monitoring data is foreseen to trigger self -adaption actions.

Summarizing, the 5GTSO key functionalities are the following:

1 Decide the optimal service (de)composition for the whole NFV-NS based on service
availability as well as the resource capabilities exposed by local 5GTMTP and by other
administrative domains;

1 Perform the lifecycle management of the whole NFV-NS as well as of each VNF composing
the NFV-NS, including service catalogue management;

{1 Decide the optimal placement of VNFs/VAS along with the optimal deployment of virtual
links connecting VNFs through mapping operations, thereby enabling the execution of the
NFV-NS or a portion of NFV-NS on the local 5GFMTP;

1 Request the needed network services to federated 5GT-SOs to address the execution of
portions of the NFV-NS in other administrative domains;

3 The granularity that 5GT-SO has when placing functions (NFVAPoPs, servers, etc.) depends on the level of
abstraction offered by the 5GT-MTP.
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1 Perform monitoring tasks and SLA management functions to enable the triggering of self -
adaptation actions (e.g., healing and scaling operations) thereby prewenting service
performance degradations or SLA violations.

Functional architecture of 5G TRANSFORMER Service Orchestrator

Figure 4 presents the functional architecture of 5GT-SO building blocks and their interactions
designed to achieve the essential 5GTSO operation described before. The described 5GTSO
architecture follows ETSINFV guidelines [7] and is in line with orchestration system designs
developed in related EU (European Union) projects (i.e., 5Gx [8] and 5G-Crosshaul[9]).

MONIT. __| |
PLATFORM S6T-Vs5
Vs-So-MON Vs-So-LCM Vs-So-CAT So-So-MON
5GT-SO
| NBI Exposure Layer I S0-So-RMM
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FIGURE4: 5GT-SO FUNCTIONALARCHITECTURE

The main building blocks comprising 5GT-SO are the following:

1 NBI Exposure Layer: This layer offers aNorthbound API towards the 5GT-VS to support
requests for service on-boarding, service instantiation, service modification (e.g., scaling),
and service termination.

1 NFV-NS/VNF/VA Catalogue DB/Manager: Catalogue DB is the repository of all usable
NFV Network Service (NFV¥NS), Virtual Network Function (VNF) and Vertical Application
(VA) descriptors that can be accessed through the Catalogue Manager. Such descriptors are
used by the 5GT-SO in the process of NFVUNS/VNF/VA instantiation and its lifecycle
management to obtain relevant information, e.g., deployment flavours. The Catalogue
Manager also contains the aggregated information on the available NFV-NSs/VNFs/VAs
offered to the external/federated domains for federation. The aggregated in formation is
stored by the Composite Network Service Orchestration (NSO).

1 Multi -Domain NFV Orchestrator (NFVO): NFVO has the responsibility of orchestrating
virtual resources across multiple domains, fulfiling Resource Orchestration (NFVORO)
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functions, as well as of coordinating the deployment of NFV-NSs and their lifecycle
management, i.e.,Network Service Orchestration (NFVONSO) functions. More specifically:

0 Multi -Domain NFVO -NSO coordinates all the NFV-NS deployment operations as
well as formal checks of service requests based on attributes retrieved from NSDs
and VNFDs. In particular, the Composite NSO, using the NS decomposition
algorithms (which are designed to transform/decompose a single NFV-NS into
several components or several nested NFVYNSs)decomposes the NSDs irto several
nested NFV-NSs or does not decompose the NF\ANS (keeping it as a single
compact NFV-NS). Note that this is the case when the received NSD is not explicitly
a composite NSD. In case of explicit composite NSD, the decompositon is executed
by default as it is configured in the NSD. Then the Composite NSO decides where to
deploy each nested NF\ANS either locally or in a federated domain, i.e., whether
using a local 5GFMTP or leveraging neighbour 5GT-SOs. Accordingly, the
Composite NSO requests (i)the Constituent NSO and then the local NFVORO to
deploy a local nested NF\-NS into its local administrative domain; and/or (ii) the
federated NFVO-NSO to deploy a nested NFV“NS into other federated
administrative domains. In the latter case, the Composite Resource Orchestration
(Composite RO) within the Multi-Domain NFVO-RO, which includes a LSA (Link
Selection Algorithm/Entity), is in charge of selecting and triggering the creation of
the links/paths between the deployed nested NFV-NSs either locally or across the
federated domains. Finally, the NFVONSO is responsible for the network service
lifecycle management including operations such as service onboarding,
instantiation, scaling, termination, and management of the network services
according to their associated VNF forwarding graphs.

0 Multi -Domain NFVO -RO maps the nested NF\ANS into a set of virtual resources
through the RO Orchestration Engine (RO-OE) by deciding the placement of each
VNF in the virtual infrastructure, based on specified computing, storage and
networking (e.g., bandwidth) requirements. The decision is made by the ROOE
leveraging Placement Algorithms (PAs)[4][46][48] based on heuristics that optimize
the placement of VNFs/VAs pursuing objectives like minimizing latency and overall
cost. On the other hand, it is based on the available virtual resources that are
exposed by the 5GT-MTP via the SeMtp Southbound Interface (SBI) or from other
domains via the So-So/EastWestbound Interface (EBI/WBI) and stored into the NFVI
Resource Repository. In the latter case, sharing abtract views is needed to build up
a comprehensive view of resources available from different domains which is carried
out by the SO-SO Resource Management & Advertisement element. Then, the RO
Execution Entity RO-EB takes care of resource provisioning by coordinating
correlated actions to execute/forward the allocation/release requests to either local
5GT-MTP or to the 5GT-SO NFVQORO of other domains, in the latter case leveraging
the SO-SO Resource Advertisement & Management building block.

1 VNF Manager (VNFM): the VNFM is in charge of the lifecycle management of the VNFs
deployed by the 5GT-SO. Its functionality is in accordance with the generic VNFM function
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defined by ETSI NFV,integrated in MANO platforms (e.g, Cloudify, OSM). It receives
relevant VNF lifecycle events from the local NFVO and provides reconfiguration according
to specified counteractions decided by the NFVO based on VNFDs (e.g., auto-scaling).

1 SO-SO Resource Management & Advertisement: in resource federation, this block is in
charge of exchanging abstract resource views (e.g., abstract topologies, computing and
storage capabilities) with other domains consolidating inputs and storing federated
resources into the NFVI Resource Repository. Either static or dynamic approach can be used
to this purpose, e.g., static views with topological information only or dynamic views with
also operational information (like current virtu al resource load) that is updated periodically.
This block is also in charge of issuing virtual resource allocation/release requests commands
to/from federated domains that are triggered by the RO -EE within a resource federation
process. For service federéion, it simply acts as a proxy for the inter-connection of
Composite RO, to exchange resourcerelated information for inter -domain inter-nested
path setup (i.e., setup of paths between two nested NFV-NSs that are deployed in different
domains).

1 NFVI Resource Repository: This repository stores consolidated abstract resource views
received from the underlying 5GT-MTPs, either from the So-Mtp Southbound Interface (SBI)
or from the SO-SO Resource Management& Advertisement block in case of abstract
resource views received from other 5GT-SOs/domains through the So-So/EastWestbound
Interface (EBI/WBI).

1 NS/VNF/VA Instance Repository : This repository stores the instances of VNFs, NFANSs,
and VAs that have previously been instantiated.

1 SO Monitoring Manager : This block is the one responsible for translating the high-level,
service-centric monitoring requirements of instantiated NFV -NSs into low-level, resource
centric jobs to be activated within the Monitoring Platform *to retrieve the necessary
information from the virtual infrast ructure el ements (e.g., 0CPU
the d0average CPU usagedé of every cache VM). Af
also in charge of configuring and managing the monitoring jobs lifecycle by interacting
with the Monitor ing Platform. It makes the details of these jobs available to the SLA
Manager, enabling the configuration of threshold values for notifications. Finally, it is also
notified whenever a service is scaled or terminated in order to update or remove the
monito ring jobs related to the service.

1 SLA Manager: This block assures that the agreed SLAs between the 5G'VS and the 5GF
SO on the network service deployed are continuously satisfied through on-line SLA
verification. To this purpose, this block leverages information about trends of relevant
monitoring data that may indicate potential SLA breaches or anomalous behaviours that
may lead to system under-performance. For this reason, the SLA Manager interacts with the
Monitoring Platform following a subscription-notification paradigm, in order to promptly
react to any alert associated to the target monitoring data. In particular, the SLA Manager

4 The 5G-TRANSFORMER Monitoring Platformwill be introduced in Section 3.2.2
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subscribes with the Monitoring Platform (Config Manager), registering monitoring
parameter queries (which may include arbitrarily complex expressions on many different
time series) and setting threshold values for notifications, such that whenever the given
threshold is passed, a notification is sent to the SLA Manager, which will then trigger the
needed readions at the 5GT-SO (e.qg., saling).

2.2.3.Resource Layer

The 5GTMTP [2] is responsible for the orchestration of resources and the instantiation of VNFs
over the infrastructure under its control, as well as for managing the underlying physical mobile
transport network, computing and storage infrastructure. It manages all the infrastructures as a
Single Logic Point of Contact (SLPOC), providing a common abstraction view of the managed
resources to the Service Orchestratorvia the IFAO® interface [25].

The SLPOC is connected to different plugins: the transport and radio Wide Infrastructure Manager
(WIM) plugins, the Virtual Infrastructure Manager (VIM) plugin, and an ETSIcompliant Multi - Access
Edge Computing (MEQ plugin. These plugins expose different resources view to the SLPOC via the
IFAQ0OS interface.

Functional architecture of 5G TRANSFORMERITP

The functional architecture of the 5GT-MTP architecture is reported in Fgure 5.
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The MTP consists in the following components:

1 Abstraction Engine : this module implements all the algorithms and procedures related
to the abstraction. The scope of the module is to provide an abstracted view of the
available resources (e.g., transport (WIM), datacenters (VIM), RAN and Multi -access
Edge Computing (MEC) to the Service Orchestra o r . I n particul ar,

Logicdé performs the aggregatilentbt ODEZ2EddAMma;

7

Logicdé performs the computation of the abstr
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(e.g., bandwidth, latency) that can be guararteed with the available resources. In the
service allocation process, such modules are also respons$ile to select the optimal
domain resources to allocate for the required service.

1 Database (DB) : it is a common module that stores all information and detai Is regarding
the domain resource including RAN and MEC resources, the abstraction view and the
allocated services. It is a frontend that connects to an external SQL server and handles
all the queries (i.e., to insert entries, update data and retrieve paraneters) towards the
database to store and retrieve abstraction, aggregation and service information.

9 Dispatcher : it is an Event bus that manages the interprocess communication between
all the 5GT-MTP components (i.e., NBI, SBI, DB, RO, Abstraction Engine, monitoring
driver and Local Placement Algorithm) using a publish-subscribe pattern. It allows all
MTP modulesto post events that are handled by specific handlers.

1 Resource Orchestrator (ResOrch): it orchestrates the 5GFMTP operations between the
VIM/Radio and Transport WIM/MEC domains.

1 Local PA: it is a module that provides the selection and optimiz ation of resources
thanks to dedicated and specialized resource Placement Algorithm (PA). It handes the
communication with an external PA module by means of a new REST API. The aim of
local PA module is two-fold. First, the local PA module contacts an exernal PA module
in order to get decision about the specific VIM where to put a VNF in a multi -VIM
domain. Second, the local PA module may contact an external PA module to compute
the interNfviPop connectivity for a logical link between a pair of NFVI-PoP GNs with
specific network constraints.

1 Monitoring Driver: it manages the communication with the m onitoring platform of the
5G-TRANSFORMERarchitecture (based on Prometheus®). It uses the monitoring
interface exposed by the Monitoring Platform to register i tself to the platform, create
performance monitoring jobs and get alert notifications. Moreover, it handles
notifications about the status of infrastructure resources (i.e., compute, storage,
networking, radio, and MEC resources) by posting specific eventsto the dispatcher.

1 North -Bound Interface (NBI) : it handles the IFA005[25] communication with 5GT-SO.

1 South-Bound Interface (SBI) : it handles the IFA005 [25] communication with the
plugins.

2.2.4.Interfaces

This section explains the reference points and interfaces that 5GTRANSFORMER defined as part of
its architecture [1], which are the basis for those to be defined in the 5Growth architecture.

o

aid SGROWTH H2020-856709


https://prometheus.io/

D2.1: Initial Design of 5GEnd-to-End Service Platform 25

2.2.4.1 Vertical 6 Vertical Slicer

The 5GTFVS provides the interface of the 5G TRANSFORMER system to the customsras well asto
the 5G-TRANSFORMER service provider (TS®) manage the service offerings (Figure 6). Therefore,
the northbound interface (NBI) of the 5GT-VS isas well the NBI of the 5G-TRANSFORMER system.
Two reference points are defined at the northbound of the 5GT-VS (see[3]):

1 Ve-Vs, between a vertical and the 5GTFVS. This reference point provides the
mechanisms to allow the vertical to retrieve vertical service blueprints (VSBs), to manage
Vertical Service Descriptors (VSD), to request operational actions on vertical service
instances (VSI), like instantiation, termination,modification, and to monitor performance
and failures of instantiated vertical services.

1 Mgt -Vs, bet ween t he TSPOs 0SS/ BSS Ma-V&. grkeisme n t
reference point provides primitives to manage tenants, SLAs and VSBs. It is used mainly
for management and administrative issues and it is handled internally within the 5G-
TRANSFORMER service provider.

OSS/BSS Mgt
Platform

3

Ve-Vs Mgt-Vs

h 4 h 4

5GT-VS

Vertical/MVNO

rF 3

FIGUREG6: REFERENCE POINTS ONHE NORTHBOUND OF THE 5GT-VS

The 5GFVS NBI implementing both reference points is a RESTAPI based on HTTP/JSON messages,
where 5GT-VS acts as REBserver and verticals and the OSS/BSS Management Platform act as REST
clients. For a full specification of the primitives and their abstract messages, please refer to
documentation in 5G-TRANSFORME D3.3 [3]. Protocol messages encoding can be found in the
5G-TRANSFORMER public i@wub®.

The 5GFVS NBI specified in this section focuses on the provisioning of Vertical Services. For
Network Slice as a Service (NSaaS) it is considered network slices of 5G access and core networks.
Management of these slices can be done by the vertical or an MVNO through a dedicated
management service access point. For NFVlaaS, 5G core networks were considered, where specific
functionality such as subscriber management is provided by the MVNO. These NSaaS and NFVIaaS
can be described by vertical service blueprits and descriptors and handled within the 5GT-VS as
described below.

The Ve Vs reference point implements the following operations:

(o2}
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Query VSBs.

Create, query, update, and delete VSDs.

Instantiate, query, terminate and modify Vertical Service Instances (\8l).
Trigger notifications about vertical service lifecycle events.

Query monitoring parameters for VSiIs.

Subscriptions/notifications about vertical service monitoring parameters.
9 Trigger notific ations about vertical service failures.

=A =4 =4 4 -4 =4

As an example, we provide the definition of the Query VS blueprints operation. The full list of
operations of this reference point are described in D3.3 [3]. The Quay VS blueprints operation
allows a vertical to retrieve one or more VSBs from the 5GTFVS catalogue. The blueprints are then
used by the vertical to create the VSDs for the vertical services to be instantiated.

The Query VS blueprints messages are speciid in Table 1.

TABLE1: QUERY VS BLUEPRIN® MESSAGES

Message Direction Description Parameters

Query VS blueprint | Vertical A Request to retrieve oneormore |fFi | t er ( e.
request 5GT-VS VSBsmatching the given filter. Vertical ID.

Query VS blueprint 5GT-VSA Responseincluding the details 1 List<VSB>

response Vertical of the requested VSBs.

The Mgt-Vs reference point between the OSS/BSS Management Platform (Mgt inthe following)
and the 5GT-VS implements the following operations:

1 Create, query and delete tenants.
1 Create, query, modify and delete SLAs.
1 Create, query and delete VSBs.

Beyond these operations, the OSS/BSS Management Platform has also access in read mode the
information related to all the entities manage d by the 5GT-VS, i.e., VSDs, VSIs, NSIs and NSSIs,
which can be retrieved from the related catalogues and records.

2.2.4.2 Vertical Slicerd Service Orchestrator

The 5GFSO NBI refers to the interface between the 5GFVS and the 5GTFSO, based on the ETSI
NFV IFA 0B interface (reference point Os-Ma-nfvo between the OSS/BSS and the NFVO in the NFV
MANO architecture) [32]. This interface is used for:

1 Network service lifecycle management and forwarding of information related to the
status of the NFV network services;

1 Management of NFV NS Descriptors, VNF packages and PNF Descriptors (PNFDs);

Monitoring of Network Service Instances (NF\ANSI);and

1 Policy management.

=
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FIGURE7: REFERENCE POINTS BBVEBN 5GT-VS AND 5GT-SO

The interactions between the 5GTVS and 5GFSO comprise the four reference points shown in
Figure 7 and described below:

1 Vs-So (LCM 0 LifeCycle Management): used to manage the lifecycle of NF\V-NSs. It
offers primitives to instantiate, terminate, query, and reconfigure NFV network
service indances or receive notifications about their lifecycle.

T Vs-So (MON &6 MONitoring): used to monitor NFV-NS and VNF instances through
gueries or subscriptions/notifications about performance metrics. Additionally, this
interface provides APlIs for fault management.

1 Vs-So (CAT 6 CATalogue): used to manage of NFV NSD, PNFDs, VNF and MEC
Application package descriptors, namely on-boarding, removal, updates and
gueries.

1 Vs-So (POL &6 POLicy): used to manage policies. It offers primitives to transfer,
delete, activate, deactivate, associate, disassociate policies and receive notifications
about policy conflicts.

The mapping between the four Vs-So reference points and the specific interfaces defined in the

ETSI NFV IFA 013 is reported in deliverable D3.8] together with the required extensions in terms

of descriptorsd information model (e. g. -NSgpansduppor
i nt er firkloomat®®d elements (e.g. in support of geographical or latency constraints
specification).

2.2.4.3.Service Orchestratord Service Orchestrator

The 5GTFSO provides the interface of the 5GTRANSFORMER system to another external 5G
TRANSFORMER system. Therefore, dheastbound/westbound interface (EBI/WB) of the 5GT-SO is
as well the EBI/WBI of the 5G-TRANSFORMER system. Six reénce points are defined at the

EBI/WBIof the 5GT-SO (seeFigure 8):

1 So-So (Life Cycle Management), between consumer 5GT-SO NFVGONSO and
provider 5GT-SO NFVO-NSO. This reference point provides the mechanisms to
instantiate, terminate, query or re-configure nested NFV-NS or receive notifications
for federated nested NFV-NS.

1 So-So (MON itoring) : between consumer 5GT-SO NFVO-NSO and provider 5GTSO
NFVO-NSO. This reference point provides monitoring of nested NFV-NS through
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gueries or subscription/notification of performance metrics, VNF indicators and
NFV-NS failures.

1 So-So (Catalogue): between consumer 5GT-SO NFVONSO ard provider 5GT-SO
NFVO-NSO. This refereme point provides primitives to subscribe/notify for
Catalogue changes, queries of descriptors (NSDs and AppDs) and packagesVINF
and MEC Application Packages).

1 So-So (Resource Management): between consumer 5GTSO NFVO-RO and
provider 5GT-SO NFVQRO. This reference point provides operations for
configuration of resources, configuration of network paths for connectivity among
VNFs/VMs. These operations mainly depend on the level of abstraction applied to
the actual resources.

1 So-So (Resource Monitoring Management): between consumer 5GT-SO NFVORO
and provider 5GT-SO NFVORO. This reference point provides monitoring of
different resources, computing power, network bandwidth, latency, storage capacity,
VMs, or MEC hosts provided by the peering administrative domain. The detail level
depends on the agreed abstraction level.

1 So-So (Resource Advertising Management): between consumer SO-SO Resource
Advertisement and provider SO-SO Resource Advertisement. This reference pait
provides the mechanisms for advertising available resource abstractions to/from
other 5GT-SOs. Periodic or eventtriggered updates for near real-time availability of
resourcesare considered.

FIGURES: REFERENCE POINTS FOBRGT-SO EBI/WBI (I.E.,SO-SO INTERFACE)

The 5GFSO EBI/WBI implementing all reference points is a REST API based onHTTPOSON
messages, where the provider 5GTSO acts as REST server and the consumer 5&30 acts as REST
client. This sction focuses only on the main functionalities supported at each reference points,
while the full specification of the primitives and their abstract messages is documented in D4.3 [4].
The 5GFSO EBI/WBIspecified in this section focuses on the provisioning of the Network Service as
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a Service (NFVYNSaaS) and the NFVI as a Service (NFVIaaS) cases. The reference points on the
EBI/WBIlare based on operations defined in the ETSI NFV IFA documents.

The So-So-LCM reference point implements the following operations specified in IFA 013 [32]:

1 Instantiate, query, terminate, modify nested NF\ANSs.
1 Subscribe/Notify about nested NFV-NSs lifecycle change notification.

The So-So-MON reference point implements the following operations specified in IFA 013 [32]:

9 Subscribe/notify, query about nested NFV-NSs performance information.
1 Create, delete, query nested NF¥NSs threshold operation.
1 Subscribe/notify about nested NFV-NSs fault alarms.

The So-So-CAT reference point implements the following operati ons specified in IFA 013[32]:

1 Query, update, subscribe/notify changes on NSDs.
1 Query, update, subscribe/notify changes of MEC Application Package

The So-So-RM reference point implements the following operations specified in IFA 005/006/008
[25][26][28]:

1 Add, query, update, delete software image operations.

1 Allocate, query, update, terminate, operate on compute/network/storage resources.
Due to abstraction of the resources, operations and information are limited to the
abstracted level.

1 Create, instantiate, scale, scale to level, change, terminate, delete, query, operate,
modify, get operation status of VNFs. Due to abstraction of the resources,
operations and information are limited to the abstracted level.

The So0-So-RMM reference point implements the following operations specified in IFA
005/006/008 [25][26][28]:

1 Query, subscribe/notify, create/delete/query threshold operation for performance
information on compute/network/storage resources. Due to abstraction of
resources, operations and information are limited to the abstracted level.

1 Subscribe/notify for lifecycle changes of VNFs.

1 Subscribe/notify, query, create/delete/query threshold performance operation of
VNFs/VMs.

9 Subscribe/notify fault alarms of VNFs/VMs.

The So-So-RAM reference point imple ments the following operations specified in IFA 005/006
[25][26]:

1 Query quota information for compute/network/storage resources. Due to
abstraction of resources, information is limited to the abstract | evel.

1 Subscribe/notify for change of compute/network/storage resources. Due to
abstraction of resources, information is limited t o the abstract level.
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2.2.4.4.Service Orchestratord Resource Layer

The SoMtp Interface (5GT-SO southbound interface (SBI) as seen bythe 5GT-SO and 5GFMTP
northbound interface (NBI) as seen by the 5GFMTP) addresses the interworking between the 5GF
SO and the 5GFMTP building blocks of the 5G-TRANSFORMER architectureA single 5GT-SO
interacts with a single 5GT-MTP via the defined So-Mtp interface. In a nutshell, such an interface
allows eventually handling the configuration and programmability of a number of resource
domains (including virtualized resources for compute, storage and networking) being coordinated
by the underlying 5GT-MTP. Besides managing the utilization (i.e., de/allocation) of the virtualized
resources, the SeMtp interface provides the required functionalities for deploying (updating and
terminating) d emanded VNFs by a given NFVNS.

As depicted in Figure 9, the So-Mtp reference point includes multiple interfaces providing different
functions. In this regard, the So-Mtp reference point has been designed to effectively support
within a single and common API multiple operations and functionalitie s derived from the required
interworking and communication between 5GT-SO elements and the 5GFTMTP entity.

SGESO

NFVONSO NFVGRO

SoMtp-(VNF)

SoMtp-(RM
SoMtp-(RMM)
SoMtp-(RAM)

SGFMTP

FIGURE9: REFERENCE POINTS FOBRGT-SO SBI (I.E., -MTP INTERFACE)

Formerly, the design of the So-Mtp reference point was conceived to be based on (or leverage at
most) existing set of standard documents being produced within the ETSI NFV framework namely
ETSI GS NFYFA005[6], ETSI GS NFWA006 [26] and ETSI GS N¥-IFA008[28]. However, it was
realized that specific functions and requirements exclusively in the scope of handling virtualized
network resources between NFVIPoPs (i.e., within the WAN interconnecting remote NFVIPoPSs)
were not fully supported by these standard documents. In this context, some efforts were devoted
to better cope with th e specificities to manage network resources in the WAN by means of a WIM
controller. Documents such as ETSI GR NFWAO022 [34] provided some ideas in this respect.
Regardless of the considered implementation, the following high -level operations and functions
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have been defined and deployed to be supported by the So-Mtp interface in terms of a set of
messages and wokflows:

1 Providing abstracted information (e.g., capacties, availability, connectivity, etc.) of
the virtualized resources managed by each 5GTMTP. This entails both internal
NFVEPoP resources (e.g., aggregated amount of available CPU or memory, etc.) as
well as inter-NFVFPOP network resources. For the later, networking links
interconnecting a given pair of NFVI-PoPs are referred to as logical links. For each
derived logical link handled in the 5GT-SO and exposed by the 5GTMTP specific
attributes such as the available bandwidth and total delay are provided. Notice that
this information is necessary in the Placement Algorithm execution at the 5GT-SO.
Carried out through the SO-Mtp(-RAM) reference point.

1 Managing (i.e., instantiation, allocation, scaling up/down and release) of the
virtualized resources required to support both 5GT-SO operations. For instance, this
entails allocating network resources in the logical links connecting a pair of NFVI-
PoPs, or allocating compute resources within a NFVAPoP that will eventually host a
specific VNF.Carried out through the SO-Mtp(-RM) reference point.

1 Supporting the lifecycle management (i.e., creation, configuration, modification and
termination) of the VNFs to be placed in selected NFVIPoPs.Carried out through
the SO-Mtp(-VNF) reference point.

1 Supporting fault management and performance monitoring jobs that involves the
resources and infrastructures allocated in VIM, WIM, Radio domains for a service.
Carried out through the SO-Mtp(-RMM) reference point.

According to the previous operations to be covered by the So-Mtp interface, these are divided into

the following subset of interfaces: So-Mtp(-RAM) provides the Resource Advertisement
Management functions; So-Mtp( -RM) encompasses the Resource Management operations aer

the virtualized resources; So-Mtp( -RMM) provides the Resource Management and Monitoring

operations; So-Mtp( -VNF) takes over the general VNF lifecycle management (e.g., scaling
up/down a particular VNF instance, fixing VNF malfunctions, etc.). For moredetails, please, refer to
D2.3[2].

In light of the above defined pool of functionalities and operations to be suppor ted over the So-
Mtp interface, its implementation (i.e., API) was designed to leverage on:

1. Selected messages @mpliant with the current standard ETSI IFA 005 specification. Such
messages support the operations for intra-NFVFPOoP virtualized resource managment (e.g.,
allocating / terminating virtualized compute resources, instantiating VNFs, etc.).

2. The use of a proprietary 5GT-designed set of messages for handling the interactions related
to inter-NFVIPOP operations that are better tailored to the intric acies and features of the
5GT solution (e.g., the management and abstraction used by the 5GTSO in terms of logical
links between a pair of NFVEIPoPs & gateways) . It i s worth
inter-NFVEPoP-oriented messages was done inspirad and reusing (as much as possible)
some information elements actually supported in the ETSI IFA 005.
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2.3.Gap Andysis

5G-TRANSFORMER indeed a suitable baseline platform for 5Growth. However, both integral and
particular enhancements and upgrades may be designed and implemented to contribute to
meeting the demanding requirements of the use cases defined in D1.1[5].

Specifically, 5Growth consortium has identified a set of features that are not supported by our
baseline platform and are therefore object of research and focus during the scope of 5Growth
project, namely:

T

Enhanced Vertical Service (VS) slice sharing: Raise/combine already running nested-
NSs to build different types of E2E NFVANS, while improving the criteria driving sharing
decisions according to cross-layer predictions (e.g.,exploiting Al/ML algorithms);

VS arbitration at runtime : Dynamically modify the size and the composition of netw ork
slices according to arbitration decisions triggered by changes in already running
services, e.g., due to scaling actions actuated at the SO level

VS layer federation and multi-domain: VS layer federation procedures, i.e., at a higher
level than service or resource federation supported by 5G TRANSFORMER

VS dynamic service composition Build from scratch a new (composite) NFV-NS based
on an on-boarded VSB.Currently, 5GTFVS needs thatthe NSDis on-boarded offline;
Service Orchestrationautomatic network service management: Zero-touch management
of live NFV-NSs (e.g., SO service/VNF migration, federation, scaling up/out/down/in,
etc.);

SO selfadaptation actions: Automated adaptation to dynamic changes on the
underlying infrastructure resources;

SO dynamic monitoring orchestration: Dynamically deploy monitoring probes and
configure them (e.g., set range of thresholds);

SO geolocation dependent federation: Allow choosing the federation provider domain
with specific geo-footprint requirements;

Resource Layer PNF integration:Seamlessintegration of PNF resources as part d the
underlying infrastructure;

RL geospecific resources: Allow the instantiation of NFW-NSs over
computing/network ing resources placedon a specific geo-location area;

Radio Access Network (RAN) support: Seamless integration and mapping of RAN
resourcesand services

Integral security: Securecommunication between modules acrossall platform layers;
Continuous development and integration: Simplify accessibility and usability of the
platform for verticals, developers and operators.

To summarize such analysis,Table 2 maps the abovementioned features, which are currently not
supported by the baseline platform, and which 5Growth use cases(defined in D1.1 [5]) may benefit

from them.
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TABLE2: MAPPING BETWEEN FRATURES NOT CURRENTLYSUPPORTED BY OUR BSELINE PLATFORM AND
5GROWTH USE CASE REQIREMENTS

s ) Pilot 1 Pilot 2 Pilot 3 Pilot 4
gap ucl uc2 | uci|uc2|ucs|uct|uc2|uct|uc?
E_nhancec.jvs network X X X X X
slice sharing

VS arbitration at runtime X X X

VS layer federation X X X X

VS dyna}r.nlc service X X X X
composition

SO gutomatlc network X X X
service management

SO. seltadaptation X X X X X X X X X
actions

SO dynam.lc monitoring X X X
orchestration

SOgeo-location

dependent federation X X X X X X X
RL PNF integration X X X X X X
RL geo specific resources X X X X X
RAN support X X X X X X X X
Integral security X X X X X X X X X
Cont'lnuous glevelopment X X X X X X X X
and integration

aid SGROWTH H2020-856709



D2.1: Initial Design of 5GEnd-to-End Service Platform 34

3. 5Growth Innovations

This section summarizes the set of functional and technology innovations selected for design
and/or implementation within the 5Growth platform. We first present an overview of the selected
innovations in Section 3.1, clustered into three categories: architecture, algorithms and framework
innovations; and then we present a more detailed functional and technical description in Sections
3.2 (architecture innovations), 3.3 (algorithm innovations) and 3.4 (framework innovations).

3.1. Selection of innovations

The analysis performed in Section2 has fostered an intense phase of exploration for innovations to
be designed and implemented during the scope of 5Growth project; the goal being to enhance
and upgrade the capabilities of our baseline platform such that WP2 delivers a platform that
contributes consistently to satisfy the demanding requirements of the project use cases

Overall, 12 innovations, summarized inTable 3, have been seleted. For better organization of the
work and presentation of the innovations, they have been grouped into three main innovation
clusters: Architecture, Algorithms and Framework. These 12 innovations have been carefly
selected to fill the gaps in 5Growth’s baseline platform towards the fulfilment of the requirements
introduced in Section 2.3.
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TABLE3: SELECTION OF 5GROWH INNOVATIONS. SUMM ARY.

Cluster

Architecture

Category

Verticals Support

Innovation

11: Support of Radio Access
in network slices

Brief Description
Modelling of the RAN requirements in network slice information models, based on latest 3GPP specs. Vertical Slicer logic (e.gat
the arbitration level) to handle the RAN segment of network slices. Additional southbound interfaces to request the creation or
usage of network slices in the RAN segment.

12: Verticaloriented
Monitoring System

Separating monitoring from the infrastructure and verticals level. Use Mirantis SackLight LMA for infrastructure level monitoring.
Vertical level monitoring uses the Monitoring Platform, developed in 5G -TRANSFORMERBoth monitoring subsystems require
extending workloads monitoring capabilities, user metrics and parameters addition, monitoring user services according to SLAs,
extending trigger rules and improv ing the monitoring system with Al features.

Monitoring
Orchestration

13: Monitoring Orchestration

The 5Growth platform will deal with heterogeneous services/slices that need to be monitored in order to satisfy certain
requirements, e.g. performance requirements, SLAs, etc. Due to the heterogeneous nature of the services/slicesupported by the
5Growth platform, it will not be possible to monitor all of them in the same manner. Therefore, each service/slice will need
different monitoring functions depending on what is to be monitored in each case. This innovation will implement a 5Gr-SO
software module that manages the monitoring functions (e.g. probes, etc.) needed to monitor different services/slices acording
to the requirements gathered by the 5Gr-VS SLAs, etc.

Control and
Management

14: Control-loops stability

5Growth platform aims to provide closed-loop automation and SLA control for vertical services lifecycle managementthroughout

the system acmss different layers (VSSO-RL). This closed loop includes the process of collecting monitoring data from the
services and networks, performing real-time data analytics for identifying events and alarms, so as to take proper orchestration
decisions for optimization and re-configuration of the system, such as auto-scaling, selfhealing and fault-tolerance, anomaly
detection and automated troubleshooting, automated authentication and traffic management. Such closed -loop is to provide a

continuously and autom ated SLA management lifecycle. It is envisioned that this closedloop not only takes place inside each of
the layers (5Gr-VS,5Gr-SO,5Gr-RL) to carry out their internal automated control of service and/or resources, but also across the
layers which interact with each other according to predefined SLAs, policies/rules, mapping models, etc. It is essential to design
the 5Grwoth architecture along with novel mechanisms and models to ensure a stable and closed loop through the system.

15: AI/ML Support

This innovation point will look at the opportunities to apply Al and, more specifically, ML techniques using monitoring, telemetry
and analytics in the 5Gr-VS and5Gr-SO to support resource allocation, resource control, etc. It will focus on the identifications of
training sets of data for the application of ML (and even Deep Learning) techniques to monitor slice deployment and SLA
compliance and to support 5Gr-VS operations. It will also concern itself with determining where in the architecture these
solutions are best deployed.

End-to-End
Orchestration

16: Federation and inter-
domain

Through federation, 5Growth service providers will extend their offerings by aggregating the service catalogue and resources
from other providers. This could be done at the service level (service federation) or at the resource level (resource federation).
The diverse nature of services and technologies naturally leads to multi/inter -domain scenarios in which each domain has its
own orchestration deployment that must be coordina ted with that of other domains towards an end -to-end service offering. In
this context, novel concepts will be explored, such asDistributed Leger Technology (DLT)-based orchestration architectures, the
application of intent declarations, or extending cove rage for continued network service provisioning to verticals.

Furthermore, federation will exploit (and possibly shape) basic functionality of the 5Growth architecture, such as algorithms for
smart service orchestration (18), abstraction and access contromechanisms, request and access to monitoring and measurement
data (12, 13), which in turn, is closely linked withauditability (111).

17: Next-Generation Radio
Access Network

Radio Access Network orchestration capabilities, including RAN functions, rado and computing resources, and UE profiling. The
design may be inspired by O-RAN reference architecture, which is based on weldefined, standardized interfaces to enable an
open, interoperable supply chain ecosystem. In this way, this innovation is the bundation for building virtualized RANSs, exploiting
open hardware and Al-powered radio control and orchestration mechanisms (e.g. UE profiling dbased traffic steering, etc.).




D2.1: Initial Design of 5GEnd-to-End Service Platform 36

Algorithms

Smart
Orchestration
and Control

18: Smart Orchestration and
ResourceControl

5Growth aims at fully automated network slice lifecycle management. Towards that direction innovations are needed that enable
ultra-fast and cost-efficient slice setup and support dynamic slices given their respective service level agreements. Thexfore,
innovative service orchestration, arbitration and adaptive resource allocation approaches powered by Al/ML (capitalizing on 15)
need to be introduced (leveraging 5Growth monitoring capabilities/innovations), within and across domains, that go beyond the
current static, use-case specific, simplistic existing solutions, which do not address the dynamic problem in an end-to-end
fashion. Due to the highly dynamic nature of the problem, stability related issues will be investigated in innovation 14.
Furthermore, 5Growth will introduce dynamic resource control algorithms/techniques for performance assurance, enhancing the
5Gr-RL.

Anomaly
Detection

19: Anomaly Detection

5Growth platform, due to heterogeneity of the supported services, requires an Al module in order to monitor deployed slices and
better detect unforeseen anomalies between the services of the different slices. The curent innovation will exploit 5Growth Al/ML
platform module and the Monitoring Platform of 5Gr -RL/5GFSO in order to analyze the network, computing and storage
resource utilization, slice-specific KPls, RAN measurements, data traffic patterns, mobility patterns (if available) so as to identify
anomalies, their root causes and predict future anomalies in order to enable fast recovery. Potentially, the aforementioned
module will create new types of events/alerts towards 5GrVS.

Forecasting and
Inference

110: Forecasting and
Inference

Forecasting based on data analytics might allow to lower the number of required resources and to minimize KPIs such as energy
consumption, as well as enable pre-emptive measures to be taken. However, efficient and effective algorithms shall be devised
that provide plausible results by the required deadlines. This innovation will develop algorithm s for demand prediction to be
applied at different level of the 5Growth architecture, such vertical slicer, service, and resource layer. They will be utifed by
arbitration, service orchestration and resource orchestration. The algorithm will be based on time series analysis, artificial
intelligence, and machine learning.

Framework

Security and
Auditability

111: Security and Auditability

Enable dynamic defense methodologies to protect infrastructure, management, and other network functions against different

types of attacks. Mission-critical assetswhich require strong protection against powerful adversaries (such as state sponsored
actors), and obey the input-output model, shall be protected from unknown vulnerabilities using a Dynamic Heterogeneous
Redundancy OHR) architecture in a CMD (Cyber Mimic Defense}like approach. Others shall benefit from the exploitation of the
exploration space (the basis of Moving Target Defense (MTD)) to curb the asymmetric relationship between the attacker-
defender, introducing uncertainty during the information gathering phases, and disrupting the subsequent critical phases
required for a successful attack.

The 5Growth platform (VS-SO-RL) will deal with multiple request/response exchange between verticals and the platform that
need to be guaranteed by integrating non -repudiation mechanisms Therefore, both actors can demonstrate that a certain
request/response has effectively been generated by the other one. To do this, both will save their evidences of both request and
response on a private trusted store. The integration of these non-repudiation mechanisms can be applied to support the
verification of orchestration SLAs, and extended to incorporate monitoring actions and even measurement themselves.

5Growth CI/CD
and
containerization

112: 5Growth CI/CD and
containerization

Services containerization, Kubernetes underlay for infrastructure and automated CI/CD allows to automate whole verticals
lifecycle and ship the entire platform in an automated way
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The abovementioned set of innovations are specifically selected to fill the gaps identified in Section
2.3. Specifically, Table 4 depicts the mapping between each selected innovation and features which
contribute to supporting 5Gro wth use cases but arenot available in our baseline platform (gaps).

TABLE4: MAPPING BETWEEN PIATFORM REQUIREMENTSGAPS) AND SELECTED INNOVAI'IONS

Feature (gap) 19 110 111 1I12
EnhancedVS network X X

slice shaing

VS arbitration at X X X X X

runtime

VSlayer federation X

VS dynamic service X X X

composition

SO automatic network X X X X X X X X
service management

SO selfadaptation X X X X X X X

actions

SO dynamic monitoring X X X X

orchestration

SOgeo-location X X

dependent federation
RL PNF integration

RL geo-specific X X X X
resources
RAN support X X X
Integral security X

Continuous X
development and
integration

x
>

3.2. Architecture Innovations

3.2.1.Innovation 1 (I11): Support of Verticals. RAN segments in network slices

3.2.1.1.Functional and technical description

A typical end-to-end Network Slice spans from the Radio Access Network (RAN) to the core
segment, as shown inFigure 10. On the core side, it is usually composed by a number of Network
Servicest h a't define the onetwork functionso6é6 of the
network functions can be implemented through Virtual Network Functions (VNFs) or Physical
Network Functions (PNFs)that are combined and interact among each other through a number of
Virtual Links (VLs)to comprise Network Services, optionally structured in a hierarchy of nestedand
composite Network Services. The lifecycle of these Network Services is typically managed through
Network Function Virtualization (NFV) Management and Orchestration (MANO) platforms and they
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can be provisioned, configured, scaled, operated and terminated on-demand as part of the lifecycle
management of the associated Network Slice Instances (NSland Network Slice Subnet Instances

(NSSI)
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FIGURE10: COMMUNICATION SERVICES PROVIDED BY NEWORK SLICE INSTANCEENCOMPASSING
CORE AND ACCESSNETWORK][13]
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be served by the slice. This profile has an impact on the configuration of the RAN resources
associated to the network slice, in order to guarantee the expected capabilities and performance of
the slice itself. The support of vertical services built over endto-end network slices modifies the
traditional segregation between RAN and core elements. Actually, in most cases, elementgrom the

core (i.e. from the 5G-Core network functions) are moved towards the access, including cases with

core elements dedicated to the vertical and located in its premises. Hence theo bor der 6

conne

points included in the abstraction view of the services, which should overlap the demarcation
points of the vertical services, will typically embed the access part (i.e., the RAN) and some

elements of the core. For the sake of simplicity, w e
case, it could include one or more element of the core network.

name

t hat as ORAN abstr

This enhanced modelling of the vertical services allows building slices that are customized to med
the requirements of different categories of traffic, in particular enhanced Mobile BroadBand (eMBB)
Ultra-Reliable LowLatency Communication (URLLCand massive Machine Type Communication
(mMTC)traffic; each of them characterized by a different set of specific parameters.

As reported in [13], network slice requirements may include parameters like area traffic capacity,
coverage area, endto-end latency, overall user density, service availability, service reliability and
User Eguipment (UE) speed, which have a direct impact on the network slice capabilities offered at
the RAN segment. Therefore, the network slice provisioning procedures need to involve also the
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reservation and configuration of appropriate resources on the RAN segment, in the target
geographical locations. Such configuration is typically handled through dedi cat ed 0ORA
controll erso, which are in charge of managing t|
infrastructure equipment (e.g. the Remote Radio Heads(RRHS)), often using proprietary interfaces.

The support of vertical services with specific RANcharacteristics in the management of the network
slices, requires some enhancements in the architecture developed in the 5GTRANSFORMER
project, which constitutes the basis for the 5Growth platform, as follows:

1. Extension of the information models in suppo rt of RAN modelling . The information
model of the Vertical Service Blueprint (VSBinust be extended to describe (i) the desired
service type (i.e. eMBB, URLL®JTC) and, based on this, (ii) the highlevel target category
of the service to identify a default range for the parameters’to be guaranteed by the
network slice. The Vertical Service Descriptor (VSD3hould be also extended to allow the
Vertical to further refine these parameters and define tighter characteristics for the
expected mobile traffic, if needed. Moreover, the Network Slice Template (NSTadopted in
the Vertical Slicer 6Gr-VS) to describe a Network Slice will be also extended to map these
parameters related to the RAN domain. A possible information model that can be adopted
for the NST is represented in Figure 11, following the 3GPP specification TS 28.54115].
Finally, depending on the 5Growth platform architecture design and the procedures
adopted to enforce the RAN configuration, additional information models used at the
lower layers of the architecture may also need to be extended. For example, if the RAN
configuration will be coordinated through the Service Orchestrator GGr-SO) as part of the
wider procedures for the lifecycle management of the NFV Network Services associated to
the Network Slice Instances, then the information model for the Network Service
Descriptors(NSD) will need to be properly extended to capture the RAN requirements.

7 For example, the service categories and the related target parameters specified in table 7.1-1 and 7.2.2 1 of
[16] could be adopted for eMBB and URLLC service types respectively.
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FIGURE11: INFORMATION MODEL FOR E2E NETWORK SLIES

2. Extension of the architecture , in terms of interfaces and internal procedures of its
functional elements to support the re servation or configuration of the RAN resources to
meet the requirements of the RAN characteristics of the network slices. This aspect is
further discussed in section4.2.1.1

3. Definition of different levels of RAN abstraction ex posed from the 5Growth
Resource Layer (5Gr-RL) towards the upper layers of the  5Growth architecture, for
example, in terms of mapping between geographical area where a service is requested
and coverage areas where the mobile network is available. Moreover,the abstraction view
of the 5G network infrastructure will include the corresponding transport resources that
can be shared among different services in each area. Depending on the abstraction level, it
may also expose additional details about RAN capabilties or radio resources.

3.2.1.2.5Growth use case support

The management of the RAN segment as part of the procedures for the provisioning of network
slices can contribute to support all the 5Growth use cases where the vertical services have explicit
requirements on the profiles of their mobile traffic flows. This is applicable to all 5Growth use cases
so, in principle, this feature can be supported for all the different pilots. However, since the
capability to configure differentiated behaviours at the radio chann els depends specifically on the
hardware of the 5G infrastructure installed in the target facilities, the various pilots may implement
their own version of radio control and management. This has impact mostly on the implementation
of the radio and transport controllers at the 5Gr-RL component, which will provide hardware -
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