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Abstract

The main goal of 5Growth is to validate the ability of core 5G technologies to accommodate multiple

advanced vertical services over common infrastructure and, importantly, to extend 5Growth’s
baseline platform and architecture with innovations that fill the gaps towards meeting the

requirements of the vertical use cases described in WP1.

This document describes a reference implementation of 5Growth baseline system and provides a
skeleton for enhancements and innovations.
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ExecutiveSummary and Key Contributions

The main goal of 5Growth is to validate the ability of core 5G technologies to accommodate multiple

advanced vertical services over common infrastructure and, importantly, to extend baseline 5G
platforms and architecture proposals with innovations. The innovation gaps towards meeting the

requirements of the vertical use cases described in D1.1[1] were analyzed in D2.1[3].

This deliverable presents an overview of the implementation and release details of the innovations
provided for the 5Growth platform in Release 1 (May, 2020). Specifically, the inovations selected for
5Growth Release 1 are:

9 Architectural innovations:
o Enhanced support of verticals
A 11: Radio Access Network (RAN) segments in network slices
A 12: Verticalservice monitoring extensions
o Control and Management innovations
A 14: Control-loops stability
T Algorithmic innovations
0 18: Smarter orchestration and resource control
 Framework innovations
0 112: 5Growth Continuous Integration/Continuous Delivery (CI/CD)

The key contributions presented in this document are the actual software modules and
modifications to existing modules in 5Growth’s baseline platform to accommodate a first version of
the aforementioned innovations. The developed software is available in software repositorieson
GitHub following the next re ferences [4], [5], [6], [7],[11], [12] and [13].

aid SGROWTH H2020-856709



D2.2: Initial implementation of 5G End-to-End Service Platform 9

1. Implementation of 5G End-to-End Service Platform

1.1. High-level 5Growth Architecture

5Growth is set out to enhance the 5G-TRANSFORMER platform along the following dimensions:
usability, flexibility, automation, performance and security, through the set of innovations proposed
in Section 1.2. The 5GTRANSFORMER architecturf] is decomposed into three building blocks; the
Vertical Slicer (5GTVS), supporting the creation and management of slices for verticals; the Service
Orchestrator (5GTSO), for end-to-end service orchedration and federation of resources and services
from multiple domains, and the Mobile Transport and computing Platform (5GT -MTP), acting as the
underlying fronthaul and backhaul transport network infrastructure. Details on these functional
components can be found in [3].

The 5Growth baseline platform rebrands the three architectural building blocks of the 5G-
TRANSFORMER architecture, as depicted iRigure 1, to reflect the innovations introduced by the
project, namely:

1. The 5Growth Vertical Slicer (5G+VS), which is inherited from 5GTRANSFORMER Vertical
Slicer (5GTFVS), acts as onestop shop entry point for verticals to request a custom network
slice. In particular the northbound interface of the 5GT-VS exposed to the vertical OSS/BSS
and the functionality of the 5GT-VS will be expanded to support: (i) innovations that will
enable customized per-slice capabilities for monitoring, security and performance assurance,
powered by machine-leaning and analytics; (ii) verticals with more control over their slices
(with emphasis on the Radio Access Network (RAN)), and (iii) aditional support towards the
multi-domain at the service level to request services offered by different Communication
Service Providers (CSPs).

2. The 5Growth Service Orchestrator (5GtSO), which is inherited from 5GTRANSFORMER
Service Orchestrator (56GTSO), provides both network service and resource orchestration
capabilities in order to instantiate network slices within and across multiple domains. In
particular, the 5GT-SO layer will be enhanced by novel frameworks, algorithms and
architectural approaches pertaining to monitoring, security and the smart orchestration,
lifecycle management and control of (federated and dynamic) slices, optimizing RAN,
Transport, Core and cloud/edge computing (EC) resources.

3. The 5Growth Resource Layer (5GRL), which is inherited from 5GTRANSFORMER Mobile
Transport and computing Platform (5GT-MTP), hosts all the compute, storage and networking
physical and virtual resources where network slices and endto-end services are executed.
The resource layer is responsible for managing the infrastructure at the vertical sites and the
required transport resources to interconnect them. 5GT-MTP will be augmented to support
(re-programmable) mechanisms and algorithms to support and improve security, closed-
loop management and control of individual resources in the RAN, EC, transport or core
domains.

il SGROWTH H2020-856709
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FIGURE1: 5GROWTH BASELINEARCHITECTURE

Apart from th e enhancements per each architectural building block, 5Growth will investigate and
advance crosslayer interactions and dependencies that will eventually lead to more stable,
performant and secure/resilient slices and thus end-to-end services for the verticals.

1.2. Extensions over 5Growth Baseline Architecture

D2.1[3] introduced the following set of innovations that shall extend 5Growth’s baseline platform:

9 Architectural innovations:

o0 Enhanced support of verticals
A I11: Radio Access Network (RANsegments in network slices
A 12: Verticalservice monitoring extensions

o 13: Monitoring orchestration

o Control and Management innovations
A 14: Control-loops stability
A I5: AI/ML support

o0 End-to-End orchestration innovations
A 16: Federation and inter-domain

A 17: Next-generation Radio Access Networks
T Algorithmic innovations

o 18: Smarter orchestration and resource control
0 19: Anomaly detection

0 110: Forecasting and inference
 Framework innovations

0 111: Security and auditability
0 112: 5Growth Continuous Integration/Continu ous Delivery (CI/CD)

aiil SGROWTH

H2020-856709



D2.2: Initial implementation of 5G End-to-End Service Platform 11

The detailed description of each of these innovations can be found in D2.1[3]. These innovationswill
be led by the different tasks T2.2 8 devoted to develop an enhanced and automated vertical support
0 T2.3 & focused on telemetry monitoring, analytics and orchestration & and T2.4 & in charge of
closed-loop automation, SLA modeling and control for vertical service lifecycle management; all
conveniently wrapped up and coordinated under the umbrella of an additional task T2.1.As a result,
the high-level architecture of 5Growth, accommodating these innovations is illustrated in

Al/ML API

Mo-AI/ML Al/ML Platform (AIMLP)

Vertical OSS/BSS

Vertical Slicer (VS)

l Network Slice Manager .

1

1

1

1

Vs-Mo VS Level Federation :

(1) CSMF-CSMF 1
i (2) CSMF-to-NSMF

Service Orchestrator (SO) : External
— Network I domains or
External Service Ofcis:s:::for | Platforms

domains or So-Mo Orchestrator 1

Platforms ! SO Level Federation,
SO-SO (NFV-NS)

<—
Resource layer

SLPOC (resource advertisement, resource
abstraction, resource orchestration)

R-Mo PNF
—_— PNFs VNFs
o 5 | vnrs [
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1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
L

Data Plane (5Growth Infra.)
(RAN/Edge, Transport, Cloud, Core)

FIGURE2: 5GROWTH HIGH-LEVEL ARCHITECTURE

1.2.1.Release plan

T2.1 has planned out design, implementation and test work to ensure a smooth evolution of the

5Growth platform (some innovation s have dependencies between them) and a balanced workload
across tasks T2.2, T2.3, T2.4. In addition to considering those innovations that are prioritizé for the

work in WP3, such plan has resulted in a 2release plan that is summarized inTable 1.

Accordingly, Release 1 (R1)the release introduced in this document, includes a first versionof I1, 12,
14 and 18. The remaining innovations, in addition to extensions to 11, 12, 14 and I8, will appear in its
final version in M24 in Release 2 (R2).
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TABLE1: RELEASE PLAN

Categor Innovation Release 1 Release 2
gory (M12) (M24)

Vertical support I1: RAN segment in network slices X X

PP I2: Verticalservice monitoring X X

Monitoring orchestration | 13: Monitoring orchestration X

14: Controlloops stability X X

Control and management I5- AUML support X

. I6: Federation and intedomain X

E2E orchestration I7: NextGeneration RAN X

Smart orchestration and | 18: Smart orchestration and X X
resource control algorithmg resource control algorithms

Anomaly detection 19: Anomaly detection X

Forecasting and inferencq 110: Forecasting and inference X

Security andhuditability | 111: Security and auditability X

5Growth CI/CD and [12: 5Growth CI/CD and X X

containerization containerization

aiil SGROWTH
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2. Release 1 innovations implementation

5Growth Release 1 adds a set of innovations on top of our baseline platform, which are summarized
in Table 2.

TABLE2: SUMMARY OF SOFTWARE RELEAS 1

Innovation Repository License
RAN segments in Apache v2.0
network slices GPL
Vertl.caljserwce Apache v2.0
monitoring
Control-loops stability Apache v2.0
Apache v2.0
Smart orchestration
and resource control Apache v2.0
algorithms
Apache v2.0

In the following, we describe in detail the software implementation of each of the innovations
available at R1.

2.1.RAN segment in network slices

The support of the management of the RAN segment for network slices allows the5Growth platform
to guarantee a truly end-to-end QoS across network slices. This is done through on-demand
configuration and provisioning of suitable resources in the RAN domain, based on the requirements
of the vertical service and the type of the requested slice (e.g. eMBB, uRLEC, mloT). As described in
D2.1 [3], the service requirements related to the mobile traffic can be expressed through a set of
attributes (e.g. coverage area, data rate in uplink and downlink, UE density and speed, latency, jitter)
that are related to the specific type of network slice.

Enabling the configuration of the RAN segment as part of the workflow for the provisioning of
vertical services and related network slices has several implications at the different layers of the
5Growth architecture. In particular, D2.1 proposed two possible functional architectures to support
the management of the RAN configuration. At the implementation level, we have selected the
solution where the RAN configuration is coordinated at the 5Gr-SO level, as depicted in Figure 3.
This decision is motivated by the choice to be compliant with the fundamental principle of the
5Growth architecture where the 5Gr-VS is agrostic of the underlying resources and the resource
orchestration decisions and actions are taken by the 5GrSO and 5GrRL.

aid SGROWTH H2020-856709
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FIGURE3: FUNCTIONAL ARCHITECTURE SELECTED FOR THE IMPLEMENTATION OF RAN CONFIGURATION
SUPPORT (BOXES IN RED REPRESENT MODIFICATIONS TO BASELINE ARCHITECTURE)

As shown in the figure, which represents an update of the one proposed in D2.1 based on the latest
architectural decisions, the implementation impacts all the layers of the 5Growth architecture, all its
interfaces and most of the information models. In summary, the major updates in the implementation

of each layer are the following:

1 5Gr-VS:support of RAN modeling in Network Slice Templates (NST) catalogue; extension of

Vertical Service Blueprint (VSB) to define macrecategories of services characterized by
different RAN requirements; extensions of lifecycle management, request processing aml

translation procedures between Vertical Service Descriptors (VSD) and NST at the Vertical
Service Management Function (VSMF); extensions of Network Slice Management Function

(NSMF) to request NFV Network Services (NFANS) with RAN parameters extensions o the

5Gr-SO.

1 5Gr-SO:support of extended 5Gr-VS requests at NSO level; support of RAN abstraction as
exposed by the 5GrRL; additional RAN-aware resource placement and allocation algorithms;
enhanced interaction with 5Gr-RL to request RAN configuration.

1 5Gr-RL:abstraction of RAN domain, including the management of related PNFs; interaction
with RAN controllers through radio plugin; enforcement of RAN configuration based on the

capabilities of the infrastructure.

Table 3 shows the release plan for the implementation of the functionalities m entioned above across
Release 1 (released agart of this deliverable) and Release 2. The global idea is to focusRelease 1

aiil SGROWTH
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on the extensions of information models and interfaces, the overall 5Gr-VS functionalities and the
5Gr-RL functionalities related to preliminary RAN abstraction and integration with an emulated,
dummy RAN plugin for testing purposes. Release 2 will introduce the 5GrSO internal functionalities
and will evolve the 5Gr-RL procedures based on the availability of the hardware, implementing also
the related interactions.

TABLE3: RELEASE PAN FOR RAN MANAGEMENT IN NETWORK SLICING

Release 1 Release 2

Support of RAN modeling in network slices at Support of PNFD on-boarding at 5Gr-VS

5Gr-VS:

1 NST catalogue

1 Update of VSB information model

1 Update of Translator, VS LCM and NS LCM

1 Update of VS-SO interface (client side)

Support of enablers for RAN configuration Support of enablers for RAN configuration

procedures at 5Gr-SO: procedures at 5Gr-SO:

1 Update of VS-SO interface (server side) 1 Extended VSRL interface (client side)
1 New algorithms for RAN-aware resource

placement

1 Support of PNF management
Support of RAN configuration at 5Gr-RL: Support of RAN configuration and abstraction
T PNF support at 5Gr-RL:
9 Initial modeling of RAN abstraction 9 Evolution of RAN abstraction
1 Preliminary enforcement of RAN 1 Extended VSRL interface (server side)

configuration 9 Evolution of radio plugin (based on

1 Dummy radio plugin for integration test hardware capabilities)

The high-level software architecture of the 5Gr-VS prototype implemented in Release 1 is shown in
Figure 4, highlighting the components which have been extended to support RAN management. The
source code of the 5Gr-VS is available as open sourceunder the Apache v2.0 license, on GitHub[4].
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FIGURE4: HIGH-LEVEL SOFTWARE ARCHITECTURE OF 56RS5, HIGHLIGHTING RAN-RELATED EXTENSIONS

&

The details of the extended software components are provided below:

1 VsLcmsService: this module is responsible for the lifecycle management of vertical services,
coordinating the procedures to process the incoming requests from the 5Gr-VS NBI, to
request the translation between the vertical services and network slices (interacting with the
translator module) and the arbitration of concurrent vertical services (interacting with the
arbitrator module), and to coordinate the requests for instantiating, terminating and scaling
network slices as required by the vertical service lifecycle. This module is extended to process
requests and translation procedures handling the additional RAN-related parameters.

1 VSB/VSD catalogue: this module manges the PostgreSQLbased database of blueprints and
descriptors of vertical services. It is extended with the new information models related to
service categories at the VSB level to abstract the RANrelated service requirements.
Moreover, the catalogue handles also the on-boarding of NSTs received from the 5GVS NBI
towards the NST catalogue at the Network Slice Management function.

1 Translator: this module performs the translation between the VSD and the NST that is selected
to be used for the instantiat ion of the network slice. The translator is updated to determine
the RAN parameters of the slice profile starting from the high -level service category defined
in the service blueprint.

1 NSMF Interaction Handler: this module implements the driver to interact with the NSMF,
which in this case is based on a REST client. The extensions are mostly related to the network
slice information model.

1 NsLcm REST controller: this module is a REST server that receives the requests issued by the
VSMF to instantiate, terminate and scale network slice instances. As for the previous
component, the extensions are related to the network slice information model.

il SGROWTH H2020-856709
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1 NST catalogue and NST catalogue REST controller: these modules implement the catalogue
of the network slice templates and its RESTbased interface, respectively. Their internal
information model includes the RAN parameters of the slice profile in the NST.

1 NsLcmService: this module is responsible for the lifecycle management of network slice
instances, coordinating the procedures to process the incoming requests from the VSMF, the
decisions on network slice composition and sharing (e.g. related to re-usage of existing
network slice subnet instances) and the requests to the 5GrSO for instantiating, terminating
and scaling the NFV-NS corresponding to the network slice instances. This module is
extended to handle the additional RAN parameters within the network slice instances and the
extended instantiation requests to the 5Gr-SO.

1 NFVO LCM driver for 5GrSO: this driver implements the REST client to interact with the 5Gr
SO for all the requests related to the lifecycle management of NFV-NS. It is extended to
encode the RAN parameters in the data related to the Service Access Point (SAP)
corresponding to the connection points attached to the RAN.

The high-level software architecture of the 5Gr-RLprototype implemented in Release 1 is shown in
Figure 5, highlighting the components which have been extended to support RAN management. The
source code of the 5Gr-RLis available as open source, under theGPLlicense, on GitHub [5].
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FIGURES: HIGH-LEVEL SOFTWARE ARCHITECTURE OF 5&®R., HIGHLIGHTING RAN-RELATED EXTENSIONS

VIM plug-in

DC controller

Aadio plug-in

Radio controller

MEC plug-in

The details of the extended software components are provided below.

For Release 1 there is no new module added, but some existing building blocks are extended to
include the support of PNF and enforce the RAN management. Specifically, the following building
blocks are extended:

9 Abstraction Engine . This block was extended by including inside the logical abstract PoP
the list of PNF that are supported by the logical PoP. The PNE are represented by an
identifier (OPNFi do) and is planned for R2 r
algorithm in the SO to match the OPNFiddé provi
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1 Database. This block was extended toinclude the PNF information and more specifically the
PNF supported by each domain, the mapping with the abstract PoP and the PNF status (i.e.
if the PNF is activated or not). In addition, it contains any info to enforce the RAN resource
management.

1 South-Bound Interface: It was extended with new APIto manage with the domain the PNF
and the info to enforce RAN management. Specifically, PNF managementincludes 3 new API;
one to retrieve the info from domain, one for activate PNF and one for deactivate the P NF.
In a similar way the enforce RN management include 3 new API; one for retrieve the info,
one to allocate the enforcement info and one for terminate the enforcement info.

As last part a new Radio Dummy Plugin; this plugin implements all Radio API andprovides always
affirmative response. It is used as stub for integration test and as a model for future radio plugin
implementation.

2.2.Vertical-service monitoring

5Growth Vertical-oriented monitoring system (5GrVoMS) is based on the 5GTRANSFORMER
Monitoring Platform [2] with some extensions to its functionality. Initially, 5G-TRANSFORMER
Monitoring Platform included the followin g elements:

1 Prometheus Server: a platform that collects metrics from monitored targets,

1 Grafana: Provides graphs and visualizations of metrics

1 AlertManager: Processes Prometheus alerts

1 Config Manager: a lightweight REST adapter exposing a single, simplified REST API for the
configuration of the whole monitoring system (e.g. to create monitoring jobs for target
monitoring parameters, or thresholds for moni-t
NBI of the Monitoring Platform.

The Config Manager is responsible for translating the platform-independent requests for
monitoring -related management actions into requests directed to both Prometheus and Grafana,
taking care of all the necessary configuration steps.

The monitoring platform was extended with the next components:

1 Prometheus Pushgateway and Prometheus MQ Agent to provide Prometheus data from MQ
Kafka.

1 HTTP server holds RVM agent archives and initial script for virtual machines

1 Logstash is the data collection pipeline tool. It collects data inputs and feeds them into
Elasticsearch. It aggregates all types of data from different sources and makes it available for
further use.

i Elasticsearch allows storing searching and analyzing big volumes of data. It is mostly used
in these applications as the underlying engine for implementing search task functionality. It
has been adopted in search engine platforms for modern web and mobile applications. Apart
from a quick search, the tool also offers complex analytics and many advanced features.
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1 Kibana is used for visualizing Elasticsearch documents and helps developers to have a quick
insight into it. Kibana dashboard offers various interactive diagrams, geospatial data, and
graphs to visualize complex queries.It can be used for search, view, and interact with data
stored in Elasticsearch directories. Kibana helps to perform advanced data analysis and
visualize the data in a variety of tables, charts, and maps.

1 Kafka MQ is a bus for metrics and control information for RVM agents.

Elastic Search offers the possibility to collect logs from any application and configure how these logs
are parsed, allowing the storage and analysis of the logs to infer specific metrics and KPIs, such as
availability of applications and servers, setup times, fault detection, etc. This functionality is not
allowed by the Prometheus Platform. Developed components in this innovation, a description of
each developed component is provided along with their location under the code is availabl e as open
source, under the Apache licensein the 5gr-mon repository [7].

Figure 6 shows the Verticalservice monitoring architecture.
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The Functionality and API of the Config manager were extended. Config manager controls Kibana,
ElasticSearch and Logstash. Config manager generates init script for RVM agent installation.

5Gr-SOtakests k 0 Create VM6 and makes a

request

Create

The monitoring platform returns the response with a cloud -init script. 5Gr-SO makes a request
"Create VM" with parameter cloud-init to Resource Layer. Resource Layer sends the request to VIM
(Virtual Infrastructure Manager)VIM creates a VM and returns a response "VM created" to Resource
Layer. Resource Layer transmits the responsto 5Gr-SO "VM created". When Virtual Machine starts
it loads script. The script detects the type of the operating system, downloads, and starts the

necessary RVM agent5Gr-SO repeats request "Get VM agent status" to Monitoring Platform until it

receivesresponse "VM agent status OK". This time interval includes the following processes: get VM
created, get the Operation system started and get VM agent started until it sends keepalive messages

to Monitoring Platform. Figure 7 shows an RVM agent installation workflow.

Monitoring

0 Platform

Resource Layer WIM

VM

Create VM

Request
"Create RVM agent”

Response contains ~
P "Cloud init script”

-

Request
"Create VM with parameter cloud init script” Request "Create VM
71 with parameter cloud
Init script”
Response
"WM Created"

F 3

Response "VM Created”

A

Get download script

A

Get RVM agent

F 3

"Request "Get RVM
agent status”

Response "WM agem’
status OK"

-

FIGURE7: AN RVM AGENT INSTALLATION WORKFLOW

Config Manager has the possibility to execute the script and install different agents on a virtual
machine by using the script, configure Prometheus collector on VM to gather metrics from
Prometheus exporter and put it to Kafka's topic. Prometheus MQ Agent takes these metrics and puts
them to Prometheus PushGateway. Prometheus takes collected metrics from Prometheus

PushGateway. The detailed lisof features is defined in Table 4.
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TABLE4: RELEASE PLAN FOR MONITORING PLATFORM

Release 1 Release 2
RVM Agent RVM Agent:
 Initially developed and added into the Monitoring ' Python script run support
Platform
1 Bash scripts execution
1 Keepalive support
1 Prometheus collector's support
1 Configuration reliability (avoid loss after restart)
Configuration Manager Configuration Manager:
f REST API developed to support RVM agent installation T Python scripts run supported
1 Functionality for generating RVM agent installation via RVM agent
script
T HTTP server integrated for stoing RVM agent archives
T Support bash script execution via RVM agent
1 Keepalive support
1 Prometheus collectors support for RVM agent
1 REST API ELK stack support
1 Kibana auto dashboard instantiation extension for the
configuration manager.
1 Automatic configuration of Kafka topics in the logstash
pipelines to insert data in the Elastic
Service Orchestrator Additional components:
1 RVM agent installation 1 Native and 3rd-party client-side
1 Remote command execution through RVM agent monitoring probes
1 Prometheus collectors creation/deletion 1 Prometheus exporter for

collecting customer metrics
(PECCM)
1 KPI measurement support

Network service descriptor

9 Definition of Config manager additional functions

Monitoring Architecture

=4 =4 -8 —a 8 -9

ElasticSearch stack integration

Filebeat probe with kafka

Logstash log parser from kafka

Kibana visualization tool integration

Elastalert Alert manager integration

Two new network monitoring probes, IPFIX Collector
and Packetbeat.
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2.3. Control-loops stability

The support of closed control-loops enables the 5Growth platform to satisfy the established Service
Level agreements with Vertical industries users in an automated way across the system and
throughout the whole life -cycle of the service. As described in D21 [3], at the architecture level, the

control loops can be placed within a layer, or across layers or even across domains The logic of

these close control-loops is comprised of three steps: (1) collecting monitored data, (2) perform real-

time data analytics to infer anomalies, forecasts or contexts and then decide proper actions for

optimization and reconfiguration of the service and/or t he system (such as auto-scaling, selfhealing,

etc.) using AlI/ML techniques, and (3) perform the actions in the system.

Enabling the configuration of control -loops as part of the workflows for the management of vertical
services requires the interaction with a new entity in the 5Growth architecture, which is the 5GrAl/ML
platform (still under development and scheduled for Release 3 to provide a set of AI/ML models to
support the decision-making process. In Release 1, the scope has been focused on the
implementation of a closed-loop in the 5Gr-Service Orchestrator (5GfSO) to handle the Al/ML-
based scaling of NF\ANS case. In this work, multiple concepts have been eplored, for instance
applying third - party software tools for distributed large -scale data processing (Apache Kafka, Apache
Spark) and defining the necessary interactions with the 5GrAl/ML platform, the monitoring platform
as well as the rest of the 5Growth platform. The same methodology can be applied to close control -
loops in other layers, like the 5Gr-RL to predict and react in case of problems in the transport
infrastructure.

Before explaining the modification introduced in the software of the 5Gr -SO ard the 5Gr-VoMS
platform, we present a new information element (IE), which has been introduced in the Network
Service Descriptor (NSD) to support the Al/ML-driven scaling operation. In general, it will be also
used to define other AlI/ML -driven operations for required use cases. This new IE is as follows:

"aimIRules" : [
{
"ruleld™: "aiml_rulel",
"problem™: “scaling",
"nsMonitoringParamRef":  ['mp1"]

Table 5 summarizes the functionalities implemented in Release 1 (released as part of this deliverable)
and planned features for Release 2. Theoverall idea is to focus Release 1 on the extensions of
information models and interfaces, the overall 5Gr-SO functionalities related to Al/ML-based scaling

operations of NFV-NS. Release 2 will be focused on developing the interfaces tothe 5Gr-AIML

Platform (which will be introduced in Release 2) and the design of more advanced Al/ML-driven

scaling operations at the 5Gr-SO, and/or additional AI/ML-driven closed-loop operations at the 5Gr -

VS or the 5GFRL layer.
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TABLES: RELEASE PLAN FOR CLOSEDOOP INNOVATION

Release 1

Release 2

Implement a closed-loop for AI/ML based 9 Define and implement 5Gr-AIML Platform

scaling of NF\ANS at 5Gr-SO:

T Update NSD with new

1 Extend SLA Manager for an Al/ML driven
orchestration of the scaling process

1 Extend Monitoring Manager at 5Gr-SO for
assisting the SLA manager in the
configuration of
related elements

1 Extend SOEc to interact with the extended
SLA Manager

T Additi onal el ement (

T Initial AIML model using Spark MLIlib as a
closed-loop enabler

1 Exploit Apache Spark for a continuous
NFV-NS performance inspection and
trigger the corrective actions

mo 1

interfaces with the rest of 5Gr building
blocks (5GrVS, 5G¢SO, 5GrRL). This
work will be done in collaboration with 15.
Design additional Al/ML-driven closed-
loop operations (in collaboration with 18)
for more advanced Al/ML-based scaling
at the 5Gr-SO, and/or the closed loops at
other layers (5GFVS or 5GFRL).

Support detection of SLA deviations at 5Gr-

Monitoring platform:

T Create Oscrapper o6 el
monitoring data to Kafka topics in Config -
Manager using Apache Kafka streaming
platform

1 Extending the API of the monitoring
platform to enable the 5Gr-SO to make
requests to the Monitoring platform to
create/ delete such ¢

Extend the capability of the 5Gr-
Monitoring platform to collect more
service-related performance metrics, e.g.,
to collect application -level metrics, to
support more scaling operation options.
Define and implement the required
interactions and interfaces of 5Gr-
Monitoring platform with the 5Gr -AIML
Platform (in collaboration with 15 and 12)
to support the developed closed -loop
operations.

The high-level software architecture of the 5Gr-SO prototype implemented in Release 1 is shown in
Figure 8, highlighting the components that have been extended to support AI/ML -based scaling
operations of NFV-NSs. The source code of the 5G¢SQOis available as open source, under the Apache

v2.0 license, onGitHub [6].
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The details of the highlighted components are provided below:

T

SLA Manager: This module is responsible for handling SLA compliance for a given NFVNS
and triggering the scaling process as a reaction in case of an SLA violation. Initially, the SLA
management was carried out with an alerting system configured in the 5Gr-VoMS in charge
of detecting deviations on the monitored parameters of interest. This module has been
extended to orchestrate the scaling process based on Al/ML models and processing routines
provided by the AI/ML platform. This orchestration is executed as a continuous process over
the entire NFV-NS runtime. This implies a closedloop including, mainly, (i) the detection of
AlI/ML scaling based operation expressed in the NSD; (ii) the interaction with the 5Gr
Monitoring platform through the monitoring manager to filter the required monitoring data

to the AI/ML model in Apache Spark [8]; (iii) performing AI/ML action; and (iv) detection if
the SLAs being compliant and react in case of a violation.

Monitoring Manager : It is part of the 5Gr-SO in charge of interacting with the monito ring
platform to manage monitoring jobs. That is, the Monitoring Manager is in charge of the
collection of performance metrics expressed in the NSD and configuration of visualization
dashboards. This module has been extended to assist the SLA manager inhte configuration
of additional elements related to monitoring actions to assist in the close-loop Al/ML based-
scaling process. Namely, the monitoring manager contacts the 5Gr-Monitoring Platform to
(i) create/ del @amed Topcs) inaApashe #&ftkae[8] do insert the required
monitoring data to assist the close-loop AI/ML-driven scaling operation; and (ii) to

create/ del ete o0dat a seqoirechnporitorgdata dutof all monikoting r s

data available belonging to the same NFV-NS or other NFV-NSs.
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9 Service Orchestrator Engine child (SOEc) : This sub-module of the Service Orchestrator
Engine handles the service orchestration of regular NF\-NSs (ie., a noncomposite NFV-NS
or a single nested NF\ANS included in the composite NFV-NS). This module has been
extended to interact with the new capabilities of the SLA Manager module.

1 AI/ML repository: this element is new in the architecture and it is an internal folder where
the SLA manager stores the requested Al/ML models and processing routines required to
launch the Apache Spark jobs in charge of checking the SLA compliance. These AlI/ML models
and processing routines are requestedfor the AI/ML platform *.

Regarding the monitoring platform, in addition to the modifications explained in  Section 2.2, it has

been extended to support the close-loop Al/ML operation. In addition to using the available Apache

Kafka streaming platform, the Config-Manager in the 5Gr-VoMS platform offers the possibility to
create O0scraperdé el ements. The s eavaddbleimbebGrplatforim t er
and insert them in the requested Kafka topic to be ingested by the Apache spark process checking
continuously the performance of the NFV-NS against the Al/ML module to detect SLA deviations

and trigger the corrective actions.

The monitoring platform APl has been extended so that the 5GrSO is able to make requests to the
Monitoring platform to create/ delete such oO0scrape
with POST method and DELETE method.The request/response body includes a set of parameters

related to NFV-NS instance and the associated VNF, required performance metrics, time intervaland

in addition an extra parameter "scraperld". Scraperld is a Prometheus scraper identifier. The
Prometheus Scraper object sends the performance metric to Kafka's topic for specific Network

Service and VNF.The source code of the 5GrVoMs is available as open source, under the Apache

v2.0 license, on GitHub[7].

Due to the on-going tasks related to the development of the AI/ML platform (I5), the interaction between
5Gr-Al/ML platform is not yet defined in R1. Thus in R1, the trained AI/ML models and processing routines
are on-boarded and available in the Al/ML repository.
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These requests are as shown below:

Request method: POST
URL:/prom -manager/prometheus_scraper

Request body:

{

"nsid™: "fgt -9f62028 -cbe4-4d07-b89d -e39d07943175",

"vnfid": "webserver",

"performanceMetric": "VcpuUsageMean",

"kafkaTopic™ "fgt -9f62028 -cbe4-4d07-b89d-e39d07943175_scaling",

"interval™: "15"

"expression": "avg by(vnfdid, nsid) (1 -
(irate(node_cpu_seconds_total{mode="idle"}[1m]))) * 100"

}

Where:

0 n s iigdN@twork Service (NS) identifier,

0 v n f is Widual Network Function (VNF) identifier,

"performanceMetric”:  performance metric which will be tracked and published to
"kafkaTopic". This performanceMetric is specified at the NSD to be used for the AI/ML
oscalingd6 probl em,

0i nt e rnsvagarameter that defines how often Prometheus scraper takes performance
metric from Prometheus and sends it to Kafka's topic.

"expression": The prometheus query language expression for calculating performance
metric. This expression has been generated when thedifferent dashboard for the NFV-NS
have been created and can be reused for the Al/ML based scaling problem

The response body includes all these parameters andan extra parameter "scraperld”. Scraperld is a
Prometheus scraper identifier. The Prometheus Scraper object sends the performance metric to
Kafka's topic for specific Network Service and VNF.

5Gr-SO makes a request that is shown below to delete the Prometheus scraper object.
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Request method: DELETE

URL:/prom -manager/prometheus_scraper/{scraper id}
Request body: No request body, all parameters are provided through URL.
Where :

0 s c r a pis a Rrainétheus scraper identifier

The response body in a case of success:

{
"deleted": [

"scraperid”
]
}

And in case of false:

{
"code": "404",

"error": "Not Found",
"description": "No such PrometheusScraper"

}

2.4. Smart orchestration and resource control algorithms

5Growth aims at fully automated network slice lifecycle management and SLA enforcement. In
addition to the architectural innovations to achieve so, novelalgorithms and techniques are needed.
Introduced innovations enable the optimized deployment, management and control of elastic
network slices (and their resources) that support dynamic traffic/workload demands and their
respective SLAs.In correspondence to the targets set in D2.1 [3], in Release 1 we focus on the5Gr-
RL (seeFigure 9).

The 5GkRL supports the allocation/de-al | ocati on of |l ogi cal resources
Logical Links, LLs) over the underlying infrastructure, as selected byhe 5Gr-SO. It coordinates a pool

of dedicated cloud and network resource and domain controllers (i.e., VIMs and WIMS) to: i) retrieve
controller-specific information (e.g., topology, resource availability and capabilities, etc.) used for
deriving/composing a global infrastructure view; ii) allocate/de-allocate NFVI PoP and WAN
resources(i.e., VNFs and LLsyhen managing the lifecycle of 5Gr-SO network services (i.e., VNFs and

LLs). In R15Growth RLmeets the following targets:

1 Introduces on-line resource allocation algorithms, providing optimized end -to-end resource
allocation across wireless, packet and optical switching domains.
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1 Enables chta plane customization per network slice, supporting performance isolation via
real-time control and traffic management.

Vertical 0S5/BSS

I
5Gr-VS
Service arbitration | ----|-[SSSEESEI_. - - - - - Network Slice Manager
5Gr-SO
SO-SO
1 ——»
-Serwce - Nsi?:i?:;k Resource
Orchestratlon{Decomposmon F--- Orchestrator
& Cross-domain coordination - Orchestrator
Monitoring
System,
L] 5Gr-RL
platform

SLPOC (resource advertisement, resource abstraction,
resource orchestration and 5Growth Innovations)

PNFs VNFs
l \ s ]

TD2-1 TD 2-2

Resource allocation (R1)/
scaling/migration

Programmable traffic
management and slice
customization (R1),
arbitration and
reconfiguration

18: Smart orchestration and control algorithms

Administrative domain N
across multiple technology domains (TDs)

FIGURE9: 5GROWTH I8 INNOVATIONS TOWARDS SMART ORCHESTRATION AND RESOURCE CONTROL

2.4.1.Advanced resource allocation mechanisms at 5GfRL

The 5GrRL operates with a higher granular resource view than the upper-layer 5GrSO layer. This
leads the 5GrRL to handle:

- Abstraction computation to derive the LLs between pairs of NFVI PoPs as well as providing
aggregated resource information at each NFVI PoP.

- Expansion resource selection and computation (e.g., WAN m@ths) fulfilling the requirements
(such as required bandwidth, maximum latency, etc.) needed over the set of LLs supporting
a network service.

Those functions were supported in the 5GT-MTP entity using a modular architecture where the MTP
core process interacts, via a defined REST API, with a standalone process referred to as Placement
Algorithm (PA) server. The latter is the responsiblefor conducting the abstraction and expansion
computations triggering tailored algorithms targeting heterogenous objective s such as efficient use
of the overall resources (e.g., WAN bandwidth), minimizing end-to-end latency, etc. 5Growth
enhances this architecture where the 5GrRL replaces the 5GTMTP and an improved Resource
Allocation (RA) server replaces the 5GT PA serveiThe REST API between the 5GRL has been
enhanced to handle novel advanced mechanisms at the RA server. This allows supportinghew
capabilities with respect to the 5GT deployment such as restoration, re-optimization, or re-
programmability of allocated resources upon decisions derived from innovative closed-loops.
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Figure 10 shows the architectural view of the 5Gr-RL interactions with the 5GrSO and the underlying
controller. The interfaces supporting these interactions (i.e. 5G+SO SBI and 5GiRL SBI) are mostly
based on those already used in 5GT architecture. However, the interworking between 5G+RL core
and the standalone RA server is based on an enhanced REST API awble in [10]. This interface
indeed establishes a clientserver relationship to request and respond to both expansion and
abstraction computations. The new capabilities of the REST API enable that multiple (expansions or
abstraction) computations can be requested in a single request-response exchanged messages. That
is, a bulk of computation requests can be sent from the 5Gr-RL core and managed by the RA server.
To do that, two algorithms have been deployed: i) Class of Service Algorithm (CSA); ii) Infrastructure
Abstraction (InA) algorithm. The description of both algorithms is described briefly below.

5GFSO
|
5GrSO SBI
RA QJ QJ rald
Serverfl csaf InA n
v 5GERL o
RA o (core) Qi
NfviPops ¢ore) 5GFRL RA API

1
|WIM1| | WIM2 | | VIM1|| VIl\/I2|

FIGURE10: 5GR-RL 8 RA SERVER INTERACTION WITH THE DEPLOYED R1 ENHMCEMENTS

The implementation of the new RA server for the Release 1 and the supported algorithms for both
expansion and abstraction computations (i.e., CSA and InA) are higlighted in Figure 10. The source
code of the RA server is available as open source, under the Apache v2.0 license, oGitHub [11].

Basic features of the RA server CSA and InA algorithms ardescribed in the following. Further details
addressing the required interactions with the 5Gr-SO, 5GrRL and WIM are described inAnnex 1.

9 CSA this algorithm is indicated in the request (POST method) message sent by the 5GfRL to
the RA server. In the request message it is also carried: i) the endpoint Provide Edge (PE)
nodes attached to the source and destination NFVI PoPsdi) the requirements (i.e., bandwidth
and latency); iii) the retrieved WAN(s)topolog ies and resource status gathered by the 5Gr
RL; iv) interWAN | inksd attributes (if
algorithm outputs a feasible WAN path (if such exists)between the PE endpoints fulfilling the
connection requirements and attaining an efficient use of network resources (in terms of
bandwidth allocation). In brief, the CSA algorithm deals with the expansion computation for
a given LL selected by the 5G¢SO.

9 InA: this algorithm is indicated in the request (POST method) message sent by the 5G+RL to
the RA server. The request message may contain a bulk of connections (included in a request
list) between multiple PE endpoints attached to different pairs of NFVI PoPsThe remaining
information carried in the request messageis like that listed for the CSA algorithm. The InA
algorithm seeks up to K WAN paths between every requested pair of PEs. Such WAN paths

t wo or mor e
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are computed without specific requirements to be fulfilled sin ce the objective is to output
the WAN paths attaining the shortest number of links, having the highest available bandwidth
and lowest end-to-end latency. The resulting WAN paths are then used at the 5GrRL to
derive the required abstraction computation of the pool of LLs between NFVI PoP pairs
passed to the 5Gr-SO.

2.4.2.Network slice customization and performance isolation

The 5Gr-RL has been updatedto support the application of QoS policies to the networking devices
from a given resource domain overseen by the 5Growth platform. More in detail, five software
extensions have been implemented at different levels of the 5G-RL, as depicted in Figure 11.

T

First, a Smart Orchestration Algorithm has been implemented at the RO component, which
decides the optimal QoS policy-i n t hi s case the oObaseline
to apply to a certain Network Slice depending on specific performance requirements.
Second, two external SoftwareDefined Networking applications have been provided to
configure different QoS mechanisms at the data plane level, the ONOS Slicing application for
OpenFlow switches and the ONOSP4 Slicing application for P4-programmable
software/hardware targets coupled with the corresponding P4 program that implements the
policy at the target.

Third, the SBI component has been extended to support the communication between the
Smart Orchestration Algorithm and the external QoS applications, providing the Smart
Orchestration Algorithm with the possibility to choose among a set of QoS parameters and
request their enforcement to the external QoS applications.

Fourth, due to the fact that the Resource Orchestrator is stateless, theDatabase component
has been extended to allow storing the QoS policy applied to a specific Network Slice.
Maintaining such info at 5Gr-RL is necessary, in case thagt a later point in time and due to

changes in the network state, the QoS Policy assigned no longer satisfies the associated SLA

Parameters. In this case, the QoS Policy needs to be retrieved from the Database and updated
accordingly, in order to enforce again the mentioned performance SLA.

Finally, theMonitoring Driver component is extended, with the purpose of configuring alarms
using the existing REST API exposed by the 5Growth Monitoring platform. These alarmsare
set to monitor the performance requirements enforced by the QoS Policies assigned by the
Smart Orchestration algorithm. If these requirements are no longer met, due to changes in
the network state, the alarm is triggered and the Monitoring Driver send s a natification to
the Resource Orchestrator, along with the corresponding measured value(s) and the Network
Slice(s) afected. This notification triggers again the performance isolation workflow, in order
to update the QoS policy assigned to the Network Slice, in order to adjust it to the new data
plane state.

The source code of the 5GFRL extensions and the control/data plane components are available as
open source, under the Apache v2.0 license, on GitHub[12][13].
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FIGURE11l: PERFOMANCE ISOLATION: 5GRL AND CONTROL/DATA-PLANE EXTENSIONS

The description of the extended software components is provided below:

1 Smart Orchestration Algorithm : Slice isolation in terms of performance and management
(not only in terms of connectivity isolation) is an essential requirement for network slicing.
Servicelevel key performance indicators should be met for each slice, independently of the
congestion level of other slices sharing the same physical resources. Slices should be
independently managed/controlled and customized, to meet their functional and
performance requirements. Performance isolation for each slice is triggered by the RO, upon
receiving a LL allocation request containng its maximum capacity. In order to apply this
baseline QoS policy, the RO sQonmIlpyol(iic)y éstaaosrseosc
the 5Gr-RL Database (ii) triggers LL creation through the SBI, annotating the request with low
level information if needed (e.g., rate limit, max burst size) and (iii) sets up the corresponding
alarms through the monitoring driver (e.g., link failure, packet drop rate/throughput
thresholds). These parameters will be measured using different networking probes that will
be provided by the 5Growth monitoring platform for R2.

T ONOS-OpenFlow slicing : this solution uses OpenFlow protocol to deploy network slices
providing both connectivity isolation and performance isolation. The current ONOS
distribution (i.e., version 24) already includes an application to create network slices enforcing
connectivity isolation (i.e., the ONOSVPLS appin Figure 11). However, the VPLS app doesot
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